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Abstract objects ¢ € N, whereN is the set of all natural num-
In this paper we consider the nonlinear discrete-time bers). The motion of objedtwhich is a general object
dynamical system consisting of several controlled ob- and controlled by dominating playét is described by
jects which has two levels of control. Under investi- the nonlinear discrete-time recurrent vector equation
gation of it dynamical system we propose the mathe-
matical formalization in the form of realization of two-
level hierarchical minimax program terminal control
problem and propose the general scheme for its solv- -
ing. This work was supported by the Russian Basic and the motion of object/; (i € 1,n) which is a sub-
Research Foundation, Grant 07-01-00008. sidiary object corresponding to indéxand controlled
by the subordinate playé¥; is described by the follow-
ing nonlinear discrete-time recurrent vector equation

y(t+ 1) = f(ta y(t)7u(t)’ U(f)7f(ﬁ)), y(O) =20, (1)
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1 Introduction 4

In this paper we consider the nonlinear discrete-time 20 (0) = 2. )
dynamical system consisting of several controlled ob-
jects which has two levels of control. One level (or
first level) is dominating and the other level (or sec-
ond level) is subordinate which have different criteria
of functioning and are united a priori by determined in-
formation and control relations. We formulate the min-
imax program terminal control problem for processes
in this two-level hierarchical discrete-time dynamical
system and propose the general scheme for its solv-
ing. The results obtained in this report are based on )
[Krasovskii and Subbotin, 1988]-[Shorikov, 2005] and u(t) € Uy, v () e VIV
can be used for computer simulation and for designing
of optimal digital controlling systems for actual techni-
cal, economic, and other multi-level control processes.

Heret € 0,T—1; y € R" andz(Y) ¢ R* are
the phase vectors of objecfs and II; respectively
(r,s; € N; for k € N, R” is the k-dimensional Eu-
clidean vector space of column vectorsit) € RP
andv((t) € R% are the vectors of the control actions
(controls) of players? and E; respectively, restricted
by the given constraints

2 DESCRIPTION OF THE PROBLEM '
At a given integer-valued time intervad, T = where the setd]; and V" are the finite sets of the
{0,1,---, T} (T > 0) we consider the controlled spacesR? and R% respectively; vector-controb(t)

multi-step dynamical system and it consistgof+ 1) has the formu(t) = (v (), v (t),---, v () €



RY (¢ = Z ¢); €(t) € R and¢@(t) € RY are the

Then considering these circumstances we will say that
such possibilities of the behavior of playrcombined

vectors of r non controlling parameters (noises or Simu- with the objects and/1; (i € T,n) are defined as the

lation errors) of the objects and I 1; respectively, re-
stricted by the following given constraints

=),

£(t) € 21, €9(t) e 2); 21 € compRY),

= e compRY) (1, I; € N); (4)
where for anyk € N, compR¥) is the set of all com-
pact subsets of the spaR&; for all fixedt € 0,T — 1
and i € 1,n each from the vector-functions
f:0,T—1IxR"xR?xRI xR — R"andf(®
0,T — I xR* xRP xR% x R! — R are continu-
ous by collection of the variablég(t), u(t), v(¢), £(t))

and (2D (#), u(t), v (t), €D (1)) respec-
tively; the sets f(¢, Yu, us(t),v.(t),=Z1) =
{f(ty(t), ua(t),va(t),€(1), y(t) € Y., &) €
=i} and  fO@ZY u(1),00(),20) =
{0t 200, u(), 0t (0).€0(0), 2O) €
7, () e 2V} are convex sets of the spaces

R" and R* respectively, for all fixed € 0,T — 1,

i € 1,n, convex sefY, € compgR"), convex set
VARNS compR?®), wu.(t) € Uy, v (t) € Vi and
v (t) e vV,

We also assume that for all time moments 0, T the
phase vectorg(t) andz(*) (t) of objectsl andI1; (i €
1,n) respectively, combined with the initial conditions
in the relations (1) and (2) are restricted by the given
following constraints

y(t) € Yq, 20(t) € 78,

Y; € comgR"), zﬁ” € compgR*). (5)

The control process in discrete-time dynamical system

(1)—(5) are realized in the presence of the following in-
formation conditions.

In the field of interests of the playét are both possi-
ble states of objedt and possible states of each objects
II; (i € 1,n). And the playetP also knows the forma-
tion principle of the controls(-) = {v@ ()}, 75—
Vternd—1: v®) e V") each of the player
E; (i € 1,n) on the time intervak, 9, which will be
described below.

I level or the dominating level of the control process in

considered system.
Let the mappingllgl)

following relation

for all i € 1,n we define by the

\I/(li): U, — comqvgi));

Vte0,T—1, Vu(t) € Uy,

vO(t) € B (u(t)) € comp(V{"),  (6)

Wherellfg”(u(t)) is convex polyhedron of spad@?

for all u(t) € U; (here and below, the convex poly-
hedron is the convex cover of the finite set of vectors
in the corresponding finite—dimensional Euclidean vec-
tor space). Therefore, it mean that choice of possi-
ble realization of controb®(-) = {v®(t)}, - by
player E; on time intervalr, ) at every time moment

t € 71,9 — 1 constrained not only condition (6), but
also constrained of the possible realization of control
u(-) = {u(t)},c75— by playerP, which communi-
cate to playe; (i € 1,n).

Then, the collectiom of playersE;, i € 1,n which
will be called playerE and objectd I;, i € 1,n con-
trolled by them form/ I level or the subordinate level
of control in considered system (which is subordinate
to thel level or the dominating level of the control pro-
cess).

It is also assumed that in this control process for all
time momentt € 0, T the playerP knows all rela-
tions and constraints (1)—(6) and each plaigeknows
(2)—(6) (i € 1,n) for fixed value of the index (the
player E knows these relations and constraints for all
i€1l,n).

3 FORMULATION OF THE PROBLEM 1 AND
GENERAL SCHEME OF THE SOLUTION
THE PROBLEM 1

For fixed k. € N and integer-valued time interval

7,9 C0,T (r < ¥), we denote bys,(7,7) the met-

ric space of functiong : 7,99 — R* of the integer
argument and by conif (7, ¢)) we denote the set of
all subsets of the spa®&, (7, 9) that are nonempty and

Itis assumed that in the field of interests of each player cOmpact in the sense of this metric.

E; (i € 1,n) are only possible states of objedf; and
for any considered time interval 9 he also knows re-
alization of the controk(-) = {u(t)},;5— (Vt €
7,9 —1: wu(t) € Uy) of the playerP at this time
interval, which he can use for constructing his control
0@ () € VI for every time moment € 7,9 — 1.

Using the constraint (3) we define the &&tr, ) €
comp(S, (7,9 — 1)) of all admissible controls(-)
{u(t)};c75— of the playerP on the time interval

7,9 C0, T (7 < 9) by the following relation

u(-) € Sp(r, ¥ — 1),



Vter,d—1,u(t) e U} xE(T,T) =Q(1,T,a) — E =] — 00, +0[, (7)

Similarly, using the constraints (3) and (4) we define 4.4 its values are defined by the following concrete re-
the following sets:=(7, ) is the set of all admissible  |ation

errors of modeling dynamics of objedt V) (7, )

is the set of all admissible controls of the play@éy; .
=) (7, 9) is is the set of all admissible errors of mod- a(w(r),u(-),v(-),£(),€()) =
eling dynamics of object’; (i € 1,n), and all these

sets defined on the time intervald.

We also introduce the sets

0 0 =p-A(T) + Y u? - BIE(T). ()
V(9 = [[ VWD), EF =0 i=1

=1 =1
Where byy(T) : yT(T’Tay(T)vu(')vv(')vg(')) and
which are the sets of aII adm|SS|bIe collections by () (T) = Z(Tz) (T, T, 2D (1), u(), vD (), D ()
v(-) = {oW (), 0@ (), oM ()} € H VO (r,9) we denote the sections of motions of objéand ob-
jectII; (i € 1,n) respectively, at final (terminal) time
momentT on the time intervalr, T; u € R! and
pD € R (i € T,n) are defined numerical parame-
ters which satisfying following conditions:

of program controls for company playelEz,z €
1,n, or all admissible program controls(-) of the
player E, and all admissible collectiong(-) =

(ED(), D0, M)} e [[ED(T.0) of er-
=1

rors of modeling dynamics of objec®;, i € 1,n R . W _
respectively, and each of them defined on the time in- # = 03 Vi € Ln, 0 = 0 Z“ =1-p (9)
tervalT, 0. =1
Using constraints (3) and (6), for fixed admissible pro-
gram controlu(-) € U(r,d) of the playerP and for Note, that the functional$ andﬁ(“ for eachi € 1,n
each indexi € T,n we define the seﬁ/%(u(.)) € are the convex for all vectorg € R” andz(") € R*

o and each of them meets the corresponding Lipschitz
condition.
We denote byG () (7 ) =
missibler-positionsg (

compS,, (7,9 — 1)) of all admissible program con-
trols v (-) € VO (7,9) of the playerE; on the time
interval 7,9, corresponding admissible program con-
trol u(-) of the playerP, by following relation

stl the set of all ad-
{ 2( ()}GOTX

R*: of the playerE; (i € I,n; GV(0) = {g®(0)} =

) A g () @) (0) = ( i)
i ; ; ; G, = = 0,z and b
20 (u()) = () : () € VO (D), o =10} g (0 =g = {0273 andby
’ G(r) = 0,T x H R*: the set of all admissible-

=1

position g(7) = {T 20(7),2(7), -+, 2M(7)} €
vterd—1, vD(t) e B (u(t)}. 0,T x [] R* for all company of the playerg;, i

=1
ﬁ, or the playerE, for 11 level of control process
(G(0) = {9(0)} = Go = {go}, 9(0) = go =
n . {Oa (()1)72(()2)"" az(()n)})'
= H \If%(u(~)). Then, for estimating the quality of the control process
j ' by each playef; (i € 1,n) on thel[ level of control
process is define the corresponding following terminal
Let for admissible time intervat, T C 0 T (7 functional, namely

T) the set W(r) = 0,T x R’x HRSI is

We introduce also the set

@ . G (4)
the set of all adm|SS|bIeT posmons w( ) A GH(r) x U(r, T) x V(T T)

{0.9(7),20(7),22(7), - 2 (1)} €0,T TxR” x

H R#i of the playerP ( ( = {w(0)} = W, =

t xE0(rT) = V(7 T,3%) —E,  (10)
{w0}7 ’IU( ) = Wo = {O’y()’Zél)?Zé )7 o 72((Jn)})

Then, for estimating the quality of the control process ) ) )
on the level of control we define the following termi- ~ @nd its values are defined by the following concrete re-

nal functional lation

a: W(r) x U(r,T) x V(7,T) x E(7,T)x BV (r),u(), v (), €9()) =



= O ((T)), (11)

where the terminal functional® is from relation (8).
Note, that if we shall consider the functional

v: W(r) x U T) x V(r,T) x B(r, T) =
=Q(r,T,7) —E, (12)
and its values are defined by relation
Y(w(r), ul-),v(-),€()) =5 (T),  (13)

and it functional estimate the quality on thé level of
the control process for playé? and dynamical system
(1)—(6) on time intervat, T by final phase states of the
object!. Then if we consider the vector-functionak=
(v,6M, 83, ... 3™) such that it define by relation

§: Q(1,T,7) xHQ 7, T,39) — E", (14)

=1

and its(n+1) values for admissible on the time interval

set V) (r, T, g0 (7),u() € W) (u(-)) program
minimax controlsy(“-¢)(.) € \Il(z) (u ( )) of the player

E; corresponding the contr@d( ) of the playerP and
it set is determine by following relation

VO T g0 (), u()) = (o)) :

09() € T (u()), ¢

= max

0 ()e =0 (7T
B (7), 0 (), u(-), €D ()} =
- U(i)(~)err£?%(u(‘)) 5“%-)2125%(7?)
B (1), 00 (),u(), €V ()}, (15)

7, T realizations of all arguments are defined according
to relations (10)—(13) and we can assert that functional
«, which is defined by (7)—(9) and its convolution after where functional3(” is defined by relations (10) and

using the scalar’'s method for vector functionals.
Then the aim of each playdr; (i € 1,n) program
control process on fixed time intervalT C 0, T (7 <
T) may be formulate in the following way. The player
E; (i € 1,n) using his information and control pos-

(12). o

We call the set V(7. T,g(r),
[T VOO T, g0 (7). u()
=1

from solving of n problems 1 fori €

ul) =

which formed due

177”1

sibilities has interest in such result of control process the set program minimax controls of the player

in dynamical system (1)—(6) on the time intervall
when functional3(¥) which determined by relationship
(10) and (11) for each adm|SS|bIe reallzatlons ofis
positiong®™) () = {7,z (1)} € GO (r) (¢(0) =
gé) € Gé)) and program controk(-) € U(7,T) of
the playerP on it time interval has minimal adm|SS|-

E on the II level of control process in dy-
namical system (1)-(6) and corresponding to it

the value of the vectorcge)(ﬁ,g(r),u(-)) =

(e (7T, gD (7), u(), €y (7, T, g2 (1), (),

(ﬁ()n (7, T,g"™(7),u(-))) € E" we call as the

ble value by means way using to choice his admissible value of the result of the programm minimax control

program controb(?)(-) € \If%(u(-)).

Then for realize it aim of the playdt; (i € 1,n) we
can formulate the following multistep program mini-
max terminal control problem by obje&f; on thell
level of the two level hierarchical dynamical system
(1)~(6). .

Problem 1. For fixed indexi € 1,n, time in-
terval 7, T C 0,T (r+ < T), admissible on the
11 level level of the two level hierarchical dynam-
ical system (1)—(6) realizatiom-position ¢(V)(7) =
{r.20(n)} € GO (9(0) = g € Gf) of
the playerE; and admissible realization of the pro-
gram controlu(-) € U(r,T) of the playerP on the
1 level of this control process it is required to find the

of the playerE on the IT level of control for this
control process. It should be noted that the number
(")(T T,g(7),u()) is concrete value of the vector
functional 5 = (B, 83, ... (™))" which defined

by relationship (10) and such that may be determine
by following mapping

n
g: [[@VGT,89) — E™,

=1

where for each index € 1,n the value of the func-
tional 3(%) is defined by formula (11). Note, that we can
use the vector function@l as quality test of behavior of



the playerE (or company of all player#;, i € 1,n)

on thel I level of the control process in situation when
all playersE;, i € 1,n have common aim and they
organize common coalition.

At the corresponding of the definitions and assump-
tions made above about parameters and information

relations for dynamical systems (1)-(6), the aim of
the playerP which define thel level at realization
of considered two-level program control process in
its system on the time interval T C 0,T (7 < T),
respectively by the objedtandI7;, i € 1,n may be
formulate in the following way. The playeP using
his information and controls possibilities interested
in such result of realization the program two-level
control process for dynamical system (1)—(6) on the
time interval 7, T when functional o determined
by relation (8) for each admissible h'rs-position

w(T) {r,y(r), 21 (1), 23 (7),- "(r)} e
W(r)  (w() = {o,ymzé”,zé”f-n 2} =
wg € Wjp) has minimal admissible value

using choice his admissible program control
u(-) € U(r, T) and program minimax control
v (- {v@a (), 02 (), ... pme ()} €
V) (7, T, g(r),u(-)) of the player E (its
forming by playersE;, i € 1,n from solv-
ing n problems 1 fori € 1,n) which sub-
ordinate of the player P (where r-position
9(7—) = {7—72(1)(7—)32(2)(7)a"' ,Z(n)(T)} € G(T)
(g(0) = {0,2(()1),,2(()2),--- ,zén)} = go € Go) and
defined the phase states of all objeEfs, i € 1,n on
the IT of control process at time momentis form
from T-positionw(7)).

Below, for realization of it aim of the playe?P corre-
sponding byI level of considered control process we
formulate following programm minimax terminal con-
trol problem of the object$ andII;, i € 1,n on the
I level of control process in two-level hierarchical dy-
namical system (1)—(6).

Problem 2. For fixed time interval7,T C
0,T (r < T) and admissible on the level
of the two-level hierarchical dynamical system
(1)—(6) of the realization r-position w(r)
{Tv y(T)v Z(l)(T)v Z(Q) (T)’ U 7Z(n) (T)} € W(T)
(w(0) = {O,yo,z(()l),zé2),--- , On)} = wy € W) of
the playerP it is required the seU() (7, T, w(7)) C
U(7, T) of the program minimax controls of the player
P which determine by following relation

U T w(m) = {ul(): ul9() e UET),

min
v ()eVE) (1, T,g(7),ule)(-))

max
£()E=(rT)
£(HEEFT)

alw(r), u(), v (),€(-),(:)}

min min

L in {
u(YEU(RT) v ()EV (1T g(r)u(-)

Oé(w(’l'),u('),U(e)('),f('),é(~))}. (16)

max
€()EE(E,T)
£(HEE(FT)

Where the functional « defined by rela-
tions (7) and (8); T-position g(7) =
{r2(7), (2)( ), 2 (1)} € G()
(90) = {0,26",25, - 2"} = g0 € Go) of
the F formed due fromr-positionw(r) of the player

P and determine the realization at time moment
7 the phase states all the objedts, i € 1,n on
the I1 level of control process at dynamical system
(1)—(6) and the sV () (7, T, g(7),u(-)) = {0 () =
{9, 0G0, WO} S ep(u()
admissible programm minimax controls of the player
E for II level of considered control process at dy-
namical system (1)—(6) for all realizationsposition
g(t) € G(r) (g(0) = go € Gy) of the playerE
and programm contral(-) € U(r, T) of the playerP
formed from solving of the problems 1 for all values
of the parametei c 1, n.

The setU(®) (7, T, w(r)) € U(r, T) which is form-
ing from solving of the problem 2 we call the set of op-
timal programm minimax controls of the play&ron
I level of the control process at dynamical system (1)—
(6) and corresponding to it the numbgf (7, T, w(r))
we call the value of the result of the programm mini-
max control for playet” on thel level of this control
process.

On the base of formulated the problems 1 and 2 we
consider following problem.

Problem 3. For fixed time intervalT,T C
0,T (r < T) and admissible on thd level of
the control in two-level hierarchical dynamical
system (1)—(6) realization the-position w(7)

{7,y(7), 20(7), <2><> ()} e W(r)
(w(0) = {0,0,25", 267+ . 2"} = wo € Wy)

of the player P and admissible on thdl level
of the control process of it system the realization
r-position g(7) € G(r) (9(0) = go € Gg) of
the playerE which formed due from the-position
w(7) and admissible realization of the optimal pro-
gram minimax controlu(®)(-) € U® (7, T,w(r))
of the player P on the I level of it control pro-
cess, which formed from solving the problem 2
is is required the setV () (7, T, g(7),u®(.)) C
V(T T, g(7),ul()) C o (u())
of the optimal program minimax  controls
@(e)(.) {f,(l,e)(.), 73(276)(.), e ’@(n,e)(.)} c
VE (7, T, g(r),ul® () of the player
E for the II level of the control pro-
cess and vector c(e)( T, g(1),ul® ()

<§:&><f <1><> u® (), e (7T, g (7),
(), g (7),u () € E" of

g(n)(



optimal value of the result of the program minimax
control for the playe® on thelI level of control pro-

cess for considered dynamical system corresponding{r, » 1)( ), 2(2)( )

the controlu(®)(-) of the playerP and determine by
relations:

V@ T, g(r),ul? () = {819() : 99() €

€ VT, T, g(7),u

aw(r),ul? (),0(-), (), €()) =

= max
¢()EE(T,T)
E()EEFT)
= min max
vie)(Hevie) 7',7T7g T _’u(e) . {()E;(i)
) ( () ) e

(X(w(T)7u(6)()71}(6)()35()75())}7 (17)

vieTn: o (nTg0(r)u)()) =
max
E“)()G @ (7,T)

5(1) (g(i)(’r)aﬁ(i’E)(')vU(E)(‘)vg(i)('))} =

= min max

v(i)(.)e\y%(u(e)(.))g(i)(.)ea(i)(ﬁ)
BO(gW (1), 0D (), ul (), €D ()} (18)

Note, that we may consider solutions of formulated

problems 1-3 which in union are determined the prob-

lem of two-level programm minimax terminal control

in hierarchical discrete-time dynamical system (1)—(6).

of the player P on the I level of the control pro-

cess and corresponding of it- position g(7)
2M(r)} € G(r) (9(0)

0,287,287 25 = go € Gy) of the playerE

on thel level of the control process we can describe

in the form of following sequence of actions:

1) for all fixed of the controk(-) € U(r,T) of the
playerP on thel level of the control process and index
i € 1,n from solution of the corresponding problem 1
its forming the seV (-¢) (7, T, ¢V (1), u(-)) of the pro-
gramm minimax controls of the playél; and the num-
ber cg’()> (7, T, g (7),u(-)) which is the value of the
result of the program minimax control for this player on
theT level of the control process which corresponding
of the controlu(-) and satisfying of the relation (15); on
the base of this elements and from solutiomgsrob-
lems 1 for all values of index € 1, n we form the set
VO T, g(r), u(-)) and vector ) (7, T, g(r), u(-):

2) from solution of the problem 2 are forming the set
U (7, T, w(r)) of the optimal program minimax con-
trols of the playerP on ther level of the control pro-
cess and numbet (7, T, w(r)) which is value of the
result of the program minimax control of the player
on thel level of the control process and satisfying the
relation (16);

3) for any optimal program minimax contref®)(-) €
U© (7, T,w(r)) of the playerP on theI level of
the control process from solution of the problem 3
are forming the seV (©) (7, T, g(7), u(®)(-)) and vector

o (7, T, g(r), ul) ().

4 CONCLUSION

In conclusion we note, that the concrete algorithm
for realization of two-level hierarchical minimax pro-
gram terminal control process in discrete-time dynam-
ical system (1)—(6) can be described on the base of the
algorithms for solving program terminal control prob-
lem which are proposed in works [Shorikov, 1997] and
[Shorikov, 2005].
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