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Abstract
A novel robust time-varying chain multi-agent control

system is obtained. To solve the problem, control ac-
tions are formed in each agent of the network on the
basis of the auxiliary loop method taking into account
the information about the preceding agent. The signal
from the leading subsystem is received only in the first
agent of the network. The connection is one-way. The
control system in the agent is built using measured data
on the outputs of the agent itself and the agent preced-
ing it. Compensation of perturbations in each agent of
the network is realized by forming a special signal car-
rying information about all perturbations acting on the
agent, and then its damping by means of an auxiliary
loop. The construction of such a control system requires
information about the derivatives of the intermediate sig-
nals of the system, for which two Halil observers are
used, in a special way. To illustrate the performance of
the proposed chain network system, we consider a nu-
merical example of control a multi-agent plant consist-
ing of six agents whose dynamic processes are described
by nonstationary equations. The agents are subject to
the action of uncontrolled external disturbances. Mod-
eling in MATLAB Simulink has been carried out. The
simulation results confirmed the theoretical conclusions
and showed good performance of the chain system un-
der conditions of uncertainty and nonstationarity of the
network agents’ models.
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1 Introduction
A great number of publications are devoted to control

methods networks of agents of different nature. When
solving network problems in power engineering, neu-
robiology, production, ecology, it is required to achieve
various control objectives: synchronization, desynchro-
nization, consensus, swarming, etc. For example, in
[Bobtsov et al., 2024], leaderless consensus problems
are considered for networks of fully actuated Euler-
Lagrangian agents perturbed by unknown additive dis-
turbances. The network is an undirected weighted graph
with time delays. In the paper [Furtat et al., 2014] the
problem of robust synchronisation of a network of in-
terconnected agents with a leader is solved, in which
each local subsystem of the network is described by a
linear differential equation with time-varying paramet-
ric and functional uncertainty. The paper [Semenov and
Fradkov, 2021] is devoted to the problem of adaptive
synchronization in heterogeneous Hindmarsh-Rose neu-
ral networks. In [Olfati-Saber, 2006], an algorithm for
the swarming behaviour of control agents is proposed.
In [Xianwei et al., 2020], consensus of linear multi-
agent systems on undirected graphs is investigated. In
the paper [Jian et al., 2024], an adaptive method with
state observers is applied to achieve consensus in multi-
ple random Euler-Lagrangian mechanical systems. The
approach is applied to the control of a real multi-joint
robot, where each joint of the robot is treated as a me-
chanical system. In [Li et al., 2018] the problem of
H∞ consensus for multiagent-based supply chain sys-
tems under switching topology and uncertain demands.
Also models of chain plants are used in the papers [Xia
and Li, 2023; Brinkman et al., 2022]. An example of a
multi-agent control plant model is a cell model, in which
the material flow is represented as a series of connected
cells, and each cell assumes that the flow has a perfect
mixing structure and there is no mixing between cells.
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In the paper [Baytimerova et al., 2008] a mathemati-
cal model of a cascade of R-reactors is used to solve
the problem of technological optimization of the dimer-
ization process of α-methylstyrene in the presence of
NaHY zeolite.

An important problem of multi-agent plant control is
the influence of variable parameters of the plant model
on the functioning of the control system. This is due
to the fact that the parameters of, for example, techno-
logical plants and the processes under which they func-
tion are not always constant: the quality of the supplied
raw materials changes, units wear out, technological
equipment becomes obsolete, etc. Besides, technolog-
ical control plants function in conditions of uncertainty
[Polyak et al., 2021; Furtat and Putov, 2013], as well as
constantly acting perturbations [Andrievsky and Furtat,
2020a, 2020b; Nikiforov, 2003; Tsykunov, 2009]. Ob-
taining effective control laws that compensate the influ-
ence of time-varying parameters, as well as the effect of
controlled and uncontrolled disturbances, is one of the
important tasks in the design of control systems for non-
stationary plants. Different solutions to the problems of
control of unsteady plants have been obtained [Alexan-
drov, 2023; Pyrkin et al., 2023; Mitrishkin et al., 2022].
Examples of unsteady plants include a tokamak reactor
for magnetic control of plasma position, shape and cur-
rent [Mitrishkin et al., 2022].

In this paper, a novel chain network control structure
using the auxiliary loop method is derived to solve the
network problem. It is proposed to form control actions
in each agent of the network using the auxiliary loop
method. In each agent of the network, the output of the
preceding agent is monitored, and the signal from the
leading subsystem is received only in the first agent of
the network. The control systems of each agent are built
using measured data on the output of the agent itself and
its predecessor. Compensation of the action of distur-
bances in each agent of the network is realized by form-
ing a special signal carrying information about all dis-
turbances acting on the agent, and then its damping with
the help of an auxiliary loop. The construction of such a
chain system requires information about the derivatives
of the intermediate signals of the system, for which two
Halil observers [Atassi and Khalil, 1999] are used, in a
special way.

2 Problem statement
Consider a plant model in the form

Q1(p, t)y1(t) = k1R1(p, t)u1(t) + f1(t),
Ql(p, t)yl(t) = klRl(p, t)ul(t) +N(p)yl−1(t)+
+fl(t), p

iy1(0) = y1i, p
iyl(0) = yli,

i = 0, n− 1, l = 2, r,

(1)

where x ∈ Rn, yl(t) and ul(t) are outputs and in-
puts of agents, yl(t) ∈ R, ul(t) ∈ R, p = d/dt−
differentiation operator, Ql(p, t) = pn + ql1(t)p

n−1+
...+ qln(t), Rl(p, t) = pm+ rl1(t)p

m−1+ ...+ rlm(t)−

differential operators of orders n and m respectively,
degN l(p) ≤ n, fl(t)− external disturbances, coeffi-
cients k1 > 0, kl > 0, y1i, yli− known initial condi-
tions.

The leading agent of a chain multi-agent plant is de-
scribed by the equation

Qm(p)ym(t) = kmg(t), (2)

where g(t)− the setting influence, km > 0, ym(t)− the
scalar output of the leading agent, degQm(p) = n−m.

The proposed control law should ensure fulfillment of
the goal

|yr(t)− ym(t)| ≤ δ, t ≥ T0, (3)

δ > 0 is a required accuracy, T0−the time after which
from the beginning the target condition must be met for
the system to function.
But since the value yr(t) − ym(t) is not controlled, the
target conditions for each agent in the chain are inequal-
ities

|y1(t)− ym(t)| ≤ δ1, |yl(t)− yl−1(t)| ≤ δl, l = 2, r.

It is not difficult to see that in order to ensure condi-
tion (3), the sum of δ1 and δl, l = 2, r must be less
than the required accuracy δ.

Assumptions

1. Coefficients qli(t), rlj(t) of operators
Ql(p, t), Rl(p, t) such that qli = qli0∆qli(t),
i = 1, n; rlj = rlj0 + ∆rlj(t), j = 1,m,
|∆qli(t)| < γ

′

li, |∆rlj(t)| < γ
′′

lj , γ
′

li, γ
′′

lj — some
positive numbers, l = 1, r.

2. The values qli0, rlj0 and the value kl depend on
the vector of unknown parameters ξl ∈ Ξ, where Ξ
is a known bounded set of possible values of vector
ξl, l = 1, r.

3. The external disturbance fl(t) and the setting influ-
ence g(t) are bounded functions, l = 1, r.

4. The polynomials Rl(λ; t) are Hurwitz at any fixed
t, λ− is a complex variable in the Laplace trans-
form, l = 1, r.

5. degQl(p, t) = n, degRl(p, t) = m, l = 1, r.
Qm(λ)− the Hurwitz polynomial.

6. The scalar inputs ul(t) and outputs yl(t) of agents
are available for measurement in the control system,
l = 1, r.

Let represent the operators Ql(p, t) and Rl(p, t) in
the form of sums of stationary and time-varying sum-
mands Ql(p, t) = Ql0(p) + ∆Ql(p, t), Rl(p, t) =
Rl0(p) + ∆Rl(p; t), where Ql0(p), Rl0(p) are differ-
ential operators with constant unknown coefficients de-
pending on vectors of unknown parameters ξl ∈ Ξ.
∆Ql(p, t) and ∆Rl(p, t) are nonstationary operators
whose coefficients are bounded continuous functions
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of time such that ∆Ql(p, t) = ∆ql1(t)p
n−1 + ... +

∆qln(t), ∆Rl(p, t) = ∆rl1(t)p
m−1 + ... + ∆rlm(t).

degQl0(p) = n, deg∆Ql(p, t) = n− 1, degRl0(p) =
m, deg∆Rl(p, t) = m− 1.

Then equations (1) will take the form

Q10(p)y1(t) = k1R10(p)u1 −∆Q1(p, t)y1+
+k1∆R1(p, t)u1 + f1(t),
Ql0(p)yl(t) = klRl0(p)ul −∆Ql(p, t)yl+
+kl∆Rl(p, t)ul +N l(p)yl−1(t) + fl(t),

l = 2, r.

(4)

Let us apply the known parameterization [Feuer and
Morse, 1978], we obtain

Q1m(p)y1(t) = k1u1 +
N11(p)
M1(p)

u1(t)+

+N12(p)
M1(p)

y1(t) +
S1(p)∆Q1(p,t)

M1(p)
y1(t)

+k1S1(p)∆R1(p,t)
M1(p)

u1(t) +
S1(p)
M1(p)

f1(t) + ε1(t),

Qlm(p)yl(t) = klul +
Nl1(p)
Ml(p)

ul(t)+

+Nl2(p)
Ml(p)

yl(t) +
Sl(p)Nl(p)

Ml(p)
yl−1(t)−

−Sl(p)∆Ql(p,t)
Ml(p)

yl(t) +
klSl(p)∆Rl(p,t)

Ml(p)
ul(t)+

+ Sl(p)
Ml(p)

fl(t) + εl(t),

(5)

where M1(λ),Ml(λ), S1(λ), Sl(λ)− Hurwitz
polynomials, degM1(p)= degMl(p) = n−1, degS1(p)=
= degSl(p) = n − m − 1, degN11(p)= degNl1(p) =
n− 2, degN12(p)= degNl2(p) = n− 1, degN l(p) ≤ n,
ε1(t), εl(t)− exponentially decaying functions deter-
mined by initial conditions, l = 2, r. The multi-agent
plant consists of identical agents, so Q1m = Qlm =
Qm.

Let an equations for the error e1(t) = y1(t)− ym(t),
el(t) = yl(t)− yl−1(t):

Qm(p)e1(t) = k1u1(t) +
N11(p)
M1(p)

u1(t)+

+N12(p)
M1(p)

y1(t) +
S1(p)∆Q1(p,t)

M1(p)
y1(t)+

+k1S1(p)∆R1(p,t)
M1(p)

u1(t) +
S1(p)
M1(p)

f1(t)+

+ε1(t)− kmg(t),

Qm(p)el(t) = klul(t) +
Nl1(p)
Ml(p)

ul(t)+

+Nl2 (p)
Ml(p)

yl(t) +
Sl(p)Nl(p)

Ml(p)
yl−1(t)−

−Sl(p)∆Ql(p,t)
Ml(p)

yl(t) +
klSl(p)∆Rl(p,t)

Ml(p)
ul(t)+

+ Sl(p)
Ml(p)

fl(t) + εl(t)− kmg(t),

l = 2, r.

(6)

Let us write equations (6) in the form

Qm(p)e1(t) = k1u1(t) + ψ1(t),
Qm(p)el(t) = klul(t) + ψl(t),

(7)

where

ψ1(t) =
N11(p)
M1(p)

u1(t) +
N12(p)
M1(p)

y1(t)+

+S1(p)∆Q1(p,t)
M1(p)

y1(t) +
k1S1(p)∆R1(p,t)

M1(p)
u1(t)+

+ S1(p)
M1(p)

f1(t) + ε1(t)− kmg(t),

ψl(t) =
Nl1(p)
Ml(p)

ul(t) +
Nl2 (p)
Ml(p)

yl(t)+

+Sl(p)Nl(p)
Ml(p)

yl−1(t)− Sl(p)∆Ql(p,t)
Ml(p)

yl(t)+

+klSl(p)∆Rl(p,t)
Ml(p)

ul(t) +
Sl(p)
Ml(p)

fl(t)+

+εl(t)− kmg(t), l = 2, r.

Let us apply the inverse Laplace transform to equa-
tion (7), and represent the obtained equations in vector-
matrix form

∆̇l(t) = Am∆l(t) +D0klul(t) +D0ψl(t),
el(t) = L∆l(t),

(8)

where

Am =


−qm1 In−m−1

.

.

.
−qm(n−m) 0

,

qm1, qm2, ..., qm(n−m)− coefficients of the polynomial
Qm from assumption 5, In−m−1− unit matrices of
the corresponding dimensions. The differential operator
Tl(λ) is such that the condition is satisfied

Tl(λ)/Qlm(λ) = 1/(λ+ alm), alm > 0.

Then equations (7) can be transformed, resulting in

(p+ a1m)e1(t) = β1v1(t) + φ1(t),
(p+ alm)el(t) = βlvl(t) + φl(t),

(9)

where
φ1(t) =

N11(p)
T1(p)Ml(p)

ul(t) +
N12(p)

T1(p)M1(p)
y1(t)−

− S1(p)∆Q1(p,t)
T1(p)M1(p)

y1(t) +
k1S1(p)∆R1(p,t)

T1(p)M1(p)
u1(t) +

+ S1(p)
T1(p)M1(p)

f1(t) +
1

T1(p)
(ε1(t)− kmg(t)) +

+ (k1α1 − β1)v1(t),

φl(t) =
N1l(p)

Tl(p)Ml(p)
ul(t) +

Nl2 (p)
Tl(p)Ml(p)

yl(t)+

+ Sl(p)Nl(p)
Tl(p)Ml(p)

yl−1(t)− Sl(p)∆Ql(p,t)
Tl(p)Ml(p)

yl(t)+

+klSl(p)∆Rl(p,t)
Tl(p)Ml(p)

ul(t) +
Sl(p)

Tl(p)Ml(p)
fl(t)+

+ 1
Tl(p)

(εl(t)− kmg(t)) + (klαl − βl)vl(t),

l = 2, r

The functions φ1(t), φl(t), l = 2, r describe the sig-
nals that carry information about uncertainty and time-
varying parameters of the model, the outputs of previ-
ous agents, and external uncontrolled disturbances of the
multi-agent plant. We will build control system so as to
compensate the negative influence of these signals on the
whole plant. For this purpose, we will introduce in each
agent auxiliary loop
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(p+ alm)el(t) = βlvl(t), (10)

and get the equations for the mismatches ζl(t) =l (t) −
l(t)

(p+ alm)ζl(t) = φl(t), l = 1, r. (11)

If we form the control action vl(t) in the form of

vl(t) = − 1

βl
(p+alm)ζl(t) = − 1

βl
φl(t), l = 1, r, (12)

then from (10) we obtain

(p+ alm)el = 0, l = 1, r. (13)

It follows from (14) that lim
t→∞

el(t) = 0, l = 1, r. Let
us prove the boundedness of all signals of the designed
system. Substituting φl(t) into (13) , we obtain

vl(t) = − 1
βl
(klαl − βl)vl(t)−

− Nl1(p)
βlTl(p)Ml(p)

ul(t)− φl1(t)
βl

,
(14)

where

φ11(t) =
N12(p)

T1(p)M1(p)
y1 − S1(p)∆Q

T1(p)M1(p)
y1(t)+

+k1S1(p)∆R1(p,t)
T1(p)M1(p)

u1(t) +
S1(p)

T1(p)M1(p)
f1(t)+

+ 1
T1(p)

(ε1(t)− kmg(t)).

φl1(t) =
Nl2(p)

Tl(p)Ml(p)
yl +

Sl(p)Nl(p)
Tl(p)Ml(p)

yl−1(t)−
−Sl(p)∆Ql(p,t)

Tl(p)Ml(p)
yl(t) +

klSl(p)∆Rl(p,t)
Tl(p)Ml(p)

ul(t)+

+ Sl(p)
Tl(p)Ml(p)

fl(t) +
1

Tl(p)
(εl(t)− kmg(t)), l = 2, r.

Let us express from equation (15) the variable vl(t),
and substitute the obtained expression into (9)

ul(t) = − 1
kl
(Nl1(p)
Ml(p)

ul(t) +
Nl2(p)
Ml(p)

yl(t)+

+ Sl(p)Nl(p)
Tl(p)Ml(p)

yl−1(t)− Sl(p)∆Ql(p,t)
Ml(p)

yl(t)+

+klSl(p)∆Rl(p,t)
Ml(p)

ul(t) +
Sl(p)
Ml(p)

fl(t) + εl(t)−
−kmg(t)), l = 1, r.

(15)

Let us substitute (16) into (6), as a result we obtain

Qm(p)el(t) = 0, (16)

whence follows the boundedness not only of the quanti-
ties el(t), but also of n−m their derivatives, and, hence,
of the variables yl(t) and their derivatives by virtue of
assumptions 3 and 5. Let us represent equation (16) in
the following form

(klMl(p) +Nl1(p) + klSl(p)∆Rl(p; t)ul(t) =
= −(Nl2(p)yl(t) +N(p)yl−1(t)−
−Sl(p)∆Ql(p; t)yl(t) + Sl(p)fl(t)+
+Ml(p)εl(t)−Ml(p)kmg(t)).

(17)

Let

klMl(p)+Nl1(p)+klSl(p)∆Rl(p; t) = klSl(p)Rl(p; t),

where the polynomials Sl(λ)− are Hurwitzian, and
Rl(p; t)− are stable by assumption 4. Furthermore,
yl(t), fl(t), εl(t), g(t)− bounded functions, hence
ul(t)− bounded functions. It follows which follows
from the boundedness of the signals φl(t), l = 1, r.
Then from the expression (12) follows boundedness of
the variables ζl(t) and their derivatives.

ul(t) = Tlξl(t), l = 1, r (18)

where Tl = [sl0, sl1, ..., sl(n−m−1)],
sl0, sl1, sl1, ..., sl(n−m−1)− coefficients of the poly-
nomials Tl(λ), ξl(t)− state vectors obtained from
observers [Atassi et al., 1999], which are represented as

ξ̇l = Fl0ξl(t) +Bl0(vl(t)− vl(t)),
vl(t) = Lξl(t), l = 1, r.

(19)

Here ξl(t) ∈ Rn−m, Fl0− matrix in Frobenius
form with zero lower row, L = [1, 0, ..., 0], BT

l0 =[
bl1
µl
, ...,

bl(n−m)

µn−m
l

]
. The parameters bl1, ..., bl(n−m)

are chosen so that the matrices Fl = Fl0 + BlL are
Hurwitzian, BT

l = [bl1, ..., bl(n−m)].

Let us substitute (19) into (6), and by choosing the
polynomials Tl(λ), l = 1, r, so that the transfer func-
tions of the functions satisfy the condition

(p+ alm)el(t) = βlvl(t) + φl(t), l = 1, r, (20)

where φl(t) = φl(t) + βl(vl(t)− vl(t)).

The functions φl(t), l = 1, r describe information
about the uncertainties of the parameters of the models
control agents, external uncontrolled disturbances,
errors in the estimates of variables vl(t) and their
n−m− 1 derivatives.

The system is built under assumption 6, so we will
form the intermediate signals vl(t) in the form of

vl(t) = − 1
βl
(p+ alm)ζl(t), l = 1, r, (21)

where ζl(t)− is the estimate obtained from the observer
(20) in the form of

żl = F l0zl(t) +Bl0(ζl(t)− ζl(t)),

ζl(t) = L2zl(t),
(22)
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where zl (t) ∈ R2, F l0 =

[
0 1
0 0

]
, Bl0 =

[
dl1

µl
, dl2

µ2
l

]
,

L2 = [1, 0]. The parameters dl1, dl2 are chosen similarly
as in observers (19), l = 1, r.

Let us introduce the composite vectors

∆(t) = col(∆1, . . . ,∆r), k = col(k1, ..., kr),
u = col(u1, . . . , ur), ψ = col(ψ1, . . . , ψr),
e = col(e1, . . . , er), e = col(e1, . . . , er),
v = col(v1, . . . , vr), v = col(v1, . . . , vr),

ζ = col(ζ1, . . . , ζr), ζ = col(ζ1, . . . , ζr),
φ = col(φ1, . . . , φr), φ = col(φ1, . . . , φr),
ξ = col(ξ1, . . . , ξr), z = col(z1, . . . , zr)

and block-diagonal matrices

Am = diag{Am1, . . . , Amr}, D = diag{D0, . . . , D0},
β = diag {β1, . . . , βr}, L0 = diag {L, . . . , L},
α = diag {α1, . . . , αr}, F0 = diag {F10, . . . , Fr0},
B0 = diag {B10, . . . , Br0}, T =diag {T1, . . . , Tr}.
We transform equations (9),(11),(13),(19),(20),(22), (23)
into vector-matrix equations

∆̇(t) = Am∆(t) +D0ku(t) +D0ψ(t),
e(t) = L∆(t),

(23)

·
e+ ame = βv(t), (24)

βv(t) = −(ζ̇l(t) + amζ(t)), (25)

ul(t) = Tlξl(t), l = 1, r, (26)

ξ̇ = F0ξ(t) +B0(v(t)− v(t)),
v(t) = Lξ(t),

(27)

βv(t) = −(
·
ζ + amζl(t)),

(28)

where ζl(t)− estimates obtained from observer

ż = F 0z(t) +B0(ζ(t)− ζ(t)),

ζ(t) = L2z(t),
(29)

Theorem 1. Let the conditions of assumptions 1-6
hold. Then for any δ > 0 in (3) there are numbers µ > 0,
T > 0 such that for µ ≤ µ0 and t ≥ T the system (24)-
(29) the target condition (3) is satisfied and all variables
in the system are bounded.

Proof. Let us introduce two vectors

σT (t) =
(
v(t), v̇(t), ..., v(n−m−1)(t)

)
, zT0 = (ζ(t), ζ̇(t))

and normalized mismatch vectors

η(t) = Γ−1
1 (σ(t)− ξ(t)), w(t) = Γ−1

2 (z0(t)− z(t)),
where Γ1 = diag{µn−m−1, ..., µ, 1}, Γ2 = diag{µ, 1}.
Then from (27) and (29) we have

η̇(t) = 1
µFη − b0v

(n−m)(t), θ(t) = µn−m−1Lη(t),

ẇ(t) = 1
µFw(t)− b0ζ̈(t), τ(t) = µL2w(t),

(30)
where F = F0 + B0L2, bT0 = [0, ..., 1], b0

T
= [0, 1],

θ(t) = v(t) − v(t), τ(t) = ζ(t) − ζ(t). Let transform
equations (17) into equivalent equations with respect to
the outputs θ(t) and τ(t)

η̇(t) = 1
µFη(t)− bv̇(t), θ(t) = µn−m−1Lη(t),

ẇ(t) = 1
µFw(t)− bζ̇(t), τ(t) = µL2w(t),

(31)

where bT = [1, 0, ..., 0], b
T
= [1, 0].

Equations (17) and (18) are equivalent with respect to
the outputs θ(t) and τ(t), since they are vector-matrix
forms of the same equations

θ(n−m)(t) + b1
µ θ

(n−m−1)(t) + ...+ bn−m

µn−m θ(t) =

= v(n−m)(t),

τ̈(t) + d1

µ τ̇(t) +
d2

µ2
τ(t) = ζ̈(t).

Taking into account (9) and (14), equation (17) takes the
form

(p+ am)e(t) = −µ(p+ am)L2w(t). (32)

From where we have y(t) = −µL2w(t).
Let take Lyapunov function in the form

V (t) = ηT (t)H η(t) + wT (t)H1w(t), (33)

where the positive-definite matrices H and H1 are solu-
tions of the equations

HF + FTH = −2ρ1I, H1F + F
T
H1 = −2ρ2I.

Calculating the derivative of V (t) along the trajectories
of the closed-loop system (17), one gets

V̇ (t) = −2ρ1

µ |η(t)|2 − 2ρ2

µ |w(t)|2−
−2ηT (t)Hv̇(t)− 2wT (t)H1ζ̇(t).

(34)

Let us rewrite the equations (17) in the form

µ1η̇(t) = Fη(t)− µ2bv̇(t),

µ1ẇ(t) = Fw(t)− µ2bζ̇
e = −µ2L2w(t).

(35)

Let us use the lemma [Brusin, 1995].
Lemma [Brusin, 1995]. If the system is described

by the equations ẋ = f(x, µ1, µ2), where x ∈ Rn,
f(x, µ1, µ2) is a continuous Lipschitz function with re-
spect to x and for µ2 = 0 has a bounded closed domain
of dissipativity Ω = {x : F (x) < C}, where F (x) is
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positive-definite, a continuous, piecewise smooth func-
tion, then there exists µ0 > 0 such that for µ1 < µ0 and
µ2 < µ0 the original system has the same Ω dissipativ-
ity domain if for some numbers C, µ1, µ2 = 0 the
condition is met

sup
|µ1|≤µ1

((
∂F (x)
∂x

)T

f(x, µ1, 0)

)
≤ −C, F (x) = C.

In this case, if µ2 = 0 in (22), this is equivalent to the
fact that all derivatives are measured and two exponen-
tially stable systems are added µ1η̇(t) = Fη(t), ẇ(t) =
= Fw(t). As already proved, in this case all the vari-
ables in the system are limited and the conditions of the
lemma are fulfilled. In other words, in the area of Ω
e(t) → 0, |v(t)| < k1, |ζ| < k2, and from (13) and (6)
it follows that |v̇| < k3, |ζ̇| < k4, where k1, k2, k3, k4
are some positive constants.

Let put µ1 = µ2 = µ in (22) and, substituting them in
(21), use the estimates

−2ηT (t)Hv̇(t) ≤ 1
µ |η(t)|

2+

+µ∥H∥2|v̇(t)|2 ≤ 1
µ |η(t)|

2 + µ∥H∥2k23,
−2wT (t)H1ζ̇(t) ≤ 1

µ |w(t)|
2 + µ∥H1∥2k24.

(36)

Substituting these estimates in (21), we obtain the in-
equality
V̇ (t) ≤ −ρ1

µ |η(t)|2− ρ2

µ |w(t)|2− 1
µ (ρ1− 1)|η(t)|2−

− 1
µ (ρ2 − 1)|w(t)|2 + µ(∥H∥2k23 + ∥H1∥2k24).

By selecting ρ1 > 1 and ρ2 > 1 one gets

V̇ (t) ≤ −ρ1

µ |η(t)|2 − ρ2

µ |w(t)|2 + µβ, (37)

where β = ∥H∥2k23 + ∥H1∥2k24 . From where it follows

V̇ (t) ≤ −β1V (t) + µβ, (38)

where β1 = min
{

ρ1

µλ(H)
; ρ2

µλ(H1)

}
, λ(·) is the maxi-

mum eigenvalue of the corresponding matrix. From (25)
we have V (t) ≤ µβ

β1
.

Taking into account the inequality |w(t)|2 ≤
1

λ(H1)
V (t) ≤ µβ

β1
from the third equation (22) we have

|e(t)| = µ|w(t)| ≤ µ
√

µβ
β1

. From where it can be seen
that for any δ > 0 in (3) there exists µ0 such that the
target condition (3) will be fulfilled.

Let us introduce the matrix

Ψ =


− 2ρ1

µ I + β1H O −H O

∗ − 2ρ2

µ I + β1H1 O −H1

∗ ∗ O O
∗ ∗ ∗ O

 .

(39)
Theorem 2. Consider the control system (23)-(29).

Suppose that for given numbers β > 0, µ > 0
there exist coefficients ρ1 > 1, ρ2 > 1 and ma-
trices H , H1 such that the linear matrix inequality


− 2ρ1

µ I + β1H O −H O

∗ − 2ρ2

µ I + β1H1 O −H1

∗ ∗ O O
∗ ∗ ∗ O

 ≤ 0

are valid. Then the closed-loop system is stable and the

target condition (3) is satisfied, where δ = µ
√

µβ
β1
, β =

∥H∥2k23 + ∥H1∥2k24 , β1 = min
{

ρ1

µλ(H)
; ρ2

µλ(H1)

}
.

Proof. Let us find the conditions under which the in-
equality (38) is satisfied

V̇ (t) + β1V (t)− µβ ≤ 0. (40)

Let us substitute the Lyapunov function (34) and its
derivative in (40)

−2ρ1

µ |η(t)|2 − 2ρ2

µ |w(t)|2 − 2ηT (t)Hv̇(t)−
−2wT (t)H1ζ̇(t) + β1η

T (t)Hη(t)+
+β1w

T (t)H1w(t)− µβ≤ 0.

(41)

Since the value β = ∥H∥2k23 + ∥H1∥2k24 is positive,
µ > 0 from Theorem 1 the inequality (41) will be satis-
fied when the next inequality is fulfilled

−2ρ1

µ |η(t)|2 − 2ρ2

µ |w(t)|2 − 2ηT (t)Hv̇(t)−
−2wT (t)H1ζ̇(t) + β1η

T (t)Hη(t)+
+β1w

T (t)H1w(t) ≤ 0.

(42)

Introduce the vector

z = col(η(t), w(t), v̇(t), ζ̇(t)).

Then condition (42) can be written in the form

zTΨz ≤ 0, (43)

or in matrix form

(ηT wT v̇T ζ̇T )


ψ11 O −H O
∗ ψ22 O −H1

∗ ∗ O O
∗ ∗ ∗ O



η
w
v̇

ζ̇

 ≤ 0,

(44)
ψ11 = − 2ρ1

µ I + β1H,ψ22 = − 2ρ2

µ I + β1H1.
From inequality (44) follows the inequality
− 2ρ1

µ I + β1H O −H O

∗ − 2ρ2

µ I + β1H1 O −H1

∗ ∗ O O
∗ ∗ ∗ O

 ≤ 0,

(45)
where for any dynamic accuracy δ = µ

√
µβ
β1

from The-
orem 1, we can find the values of the controller pa-
rameters µ and β, satisfying the following conditions
β1 = min

{
ρ1

µλ(H)
; ρ2

µλ(H1)

}
, β = ∥H∥2k23 + ∥H1∥2k24 .
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3 Example
Consider a homogeneous network consisting of six

time-varying agents given by the following systems
of differential equations with variable coefficients

ẋ11 = x12,

ẋ12 = x13,

ẋ13 = x14 + c10u1

ẋ14 = −q14(t)x11 − q13(t)x12 − q12(t)x13−
−q11(t)x14 + c1(t)u1 + f1(t),

y1 = x11

ẋl1 = xl2 + nl1yl−1,

ẋl2 = xl3 + nl2yl−1,

ẋl3 = xl4 + cl0ul + nl3yl−1,

ẋl4 = −ql4(t)xl1 − ql3(t)xl2−
−ql2(t)xl3 − ql1(t)xl4+

+cl(t)ul ++nl4yl−1 + fl(t),

yl = xl1, l = 2, 6.
Let us move from canonical forms of describing agents

to operator forms of description. Then the equations in
operator forms will take the form (1)

(p4 + q11(t)p
3 + q12(t)p

2 + q13(t)p+ q14(t))y1(t) =
= (r10p+ r11(t))u1(t) + f1(t),

(p4 + ql1(t)p
3 + ql2(t)p

2 + ql3(t)p+ ql4(t))yl(t) =
= (rl0p+ rl1(t))ul(t) +N l(p)yl−1(t) + fl(t), l = 2, 6,

where the coefficients
r10 = c10, rl0 = cl0, r11(t) = q11(t)c10 +

+ c1(t), rl1(t) = ql1(t)cl0 + cl(t), N l(p) = nl1p
3 +

+ nl2p
2 + nl3p+ nl4, l = 2, 6.

Representing the coefficients qli(t), rl1(t), l = 1, 6
as sums of the stationary and nonstationary components
qli(t) = qli0+∆qli(t), i = 1, 4, rl1(t) = rl10+∆rl1(t),
l = 1, 6, we obtain equation (4):

(p4 + q110p
3 + q120p

2 + q130p+ q140)y1(t) = (r10p+
+r110)u1(t)− (∆q11(t)p

3 +∆q12(t)p
2 +∆q13(t)p+

+∆q14(t))y1(t) + ∆r11(t)u1(t) + f1(t),

(p4 + ql10p
3 + ql20p

2 + ql30p+ ql40)yl(t) = (rl0p+
+rl10)ul(t)− (∆ql1(t)p

3 +∆ql2(t)p
2 +∆ql3(t)p+

+∆ql4(t))yl(t) + ∆rl1(t)ul(t) +N(p)yl−1(t)+
+fl(t), l = 2, 6.

Note that rl0 = kl, l = 1, 6.
The reference model equation:

(p+ 3)3ym(t) = 10r(t).
Suppose that we know the set Ξ of possible values of

the parameters of the agents’ models:
−4 ≤ qli0 ≤ 4,−6 ≤ ∆qli(t) ≤ 6, i = 1, 4,
1 ≤ rl0 ≤ 20, −7 ≤ ∆rl1(t) ≤ 25, 4 ≤ rl10 ≤ 15,
l = 1, 6. The external disturbances in each agent in the
multi-agent plant are not controlled, under assumption 3
satisfy the condition |fl(t)| < 10, l = 1, 6.

We choose polynomials in each agent

Tl(λ) = (λ+ 3)2.

Let us introduce the auxiliary loop as

(p+ 3)el(t) = 20vl(t), βl = 20, l = 1, 6

then equations of observers (19), (22) will take the form
ξ̇l1(t) = ξl2(t) +

6
µl
(vl(t)− ξl1(t)),

ξ̇l2(t) =
8
µ2
l
(vl(t)− ξl1(t)),

vl(t) = ξl1(t), l = 1, 6.{
żl1(t) =

3
µl
(ζl(t)− zl1(t)),

ζl(t) = zl1(t), l = 1, 6.

The control law is introduced in the form

ul(t) = ξl1(t) + 6ξl2(t) + 9ξ̇l2(t),
vl(t) = − 1

20 (3zl1(t) + ˙zl1(t)), l = 1, 6.

The chain system was simulated with the following val-
ues of the coefficients of the agents’ model equations:
q1i0 = 3, q2i0 = 4, q3i0 = 2, q4i0 = −1, i =
1, 4, ∆ql1(t) = 3cos4t, ∆ql2(t) = 5cos4t,∆ql3(t) =
3sint, ∆ql4(t) = sin2t, cl1(t) = 5 + sin5t, cl0 =
rl0 = kl = 4, rl10 = 3,∆rl1(t) = sint, l = 1, 6.
n12 = n21 = n31 = n41 = 1, n13 = n23 =
n32 = n42 = 2, n14 = n24 = n34 = = n43 =
3. The setting effect in the leader equation agent is
g(t) = 1 + sin3t, km = 10. f1(t) = 9sin1.7t,
f2(t) = 8, 5sin3t, f3(t) = 7sin5t, f4(t) = 2sint,
f5(t) = 3sint.f6(t) = 5sin2t. Regulator parameters:
µl = 0.01, βl = 20, alm = 3, l = 1, 6. The initial
conditions are zero.

The solution of inequality (45) are matrices

H =

(
0.01 0
0 0.01

)
, H1 = 0.01,ρ1 = ρ2 = 4.

Figures 1–6 show transients of the tracking errors.
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Figure 1. The transients of the tracking error e1(t) .
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Figure 2. The transients of the tracking error e2(t) .
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Figure 3. The transients of the tracking error e3(t).
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Figure 4. The transients of the tracking error e4(t).
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Figure 5. The transients of the tracking error e5(t).
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Figure 6. The transients of the tracking error e6(t).

4 Conclusion
The proposed paper develops a robust control system

for a multi-agent chain plant, the dynamic processes in
which are described by a system of non-stationary equa-
tions with disturbances under conditions of uncertainty
of model parameters.It is proposed to form control ac-
tions in each agent of the network using the auxiliary
loop method. In each agent of the network, the output
of the previous agent is controlled. The signal from the
leading subsystem is received only in the first agent of
the network. The control systems of each agent are built
based on the measured outputs of the agent itself and its
predecessor. Simulation of the control system of the net-
work consisting of six agents was carried out in Simulink
Matlab package. The simulation results confirmed the
theoretical conclusions and demonstrated the effective-
ness of the chain control system under conditions of
parametric uncertainty and external disturbances.
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