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Abstract

Control systems that arise in phase synchronization
problems are featured by infinite sets of stable and un-
stable equilibria, caused by presence of periodic non-
linearities. For this reason, such systems are often
called “pendulum-like”. Their dynamics are thus fea-
tured by multi-stability and cannot be examined by clas-
sical methods that have been developed to test the global
stability of a unique equilibrium point. In general, only
sufficient conditions for the solution convergence are
known that are usually derived for pendulum-like sys-
tems of Lurie type, that is, interconnections of stable LTI
blocks and periodic nonlinearities, which obey sector or
slope restrictions. Most typically, these conditions are
written as multi-parametric frequency-domain inequali-
ties, which should be satisfied by the transfer function of
the system’s linear part. Remarkably, if the frequency-
domain inequalities hold outside some bounded range of
frequencies, then the absence of periodic solutions with
frequencies in this range is guaranteed, which can be
considered as a weaker asymptotical property.

It should be noticed that validation of the frequency-
domain stability condition for a given structure of the
known linear part of the system is a self-standing non-
trivial problem. In this paper, we demonstrate that a pre-
viously derived frequency-domain conditions for stabil-
ity and absence of oscillations can be substantially sim-
plified, which allows to tighten the estimates on the sys-
tem’s parameters ensuring the corresponding asymptotic
property. We demonstrate the efficiency of new criteria
on specific synchronization systems.
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1 Introduction

In this paper, we go on with developing multi-
parametric frequency-algebraic criteria for the asymp-
totic behavior of infinite-dimension synchronization
systems described by integral-differential equations
(see [Smirnova and Proskurnikov, 2019] and bibliogra-
phy there).

The simplest example of the synchronization system is
the model of mathematical pendulum with viscous fric-
tion. So such systems are often called pendulum-like.
Synchronization (or pendulum-like) control systems are
featured by the properties like those of the mathematical
pendulum. Their linear parts have zero eigenvalues, their
nonlinear parts are periodic.

The class of synchronization systems is rather vast.
It embraces phase-locked loops (PLL) [Best, 2003;
Leonov and Kuznetsov, 2014; Leonov et al., 2015],
communication systems [Solodov and Solodova, 1980],
networks with periodic couplings [Dorfler and Bullo,
2014], electrical machines [Stoker, 1950; Halanay, 1975;
Olmi et al., 2021]. vibrational units (rotors) [Blekhman,
2000; Sperling et al., 1997; Tomchina, 2020; Tomchina,
2022; Andrievsky and Boikov, 2021], biological sys-
tems [S.Somolinos, 1978; Burton, 1985].

The peculiarities of synchronization systems imply the
specific character of their asymptotic behaviorThese sys-
tems have, as a rule, denumerable sets of equilibria, both
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Lyapunov stable and unstable ones. The global stabil-
ity of the synchronization system is usually treated as
the convergence of every solution. Correspondingly,
the methods of stability investigation devised for con-
trol systems with the unique equilibrium have turned out
to be of no good for synchronization systems. These
methods had to be adjusted for a new kind of asymptotic
behavior. That is why the special tool has been devel-
oped [Gelig et al., 2004; Leonov et al., 1996] within the
framework of traditional methods.

If a synchronization system is not stable, it may have
periodic oscillations. Since high-frequency oscillations
are undesired, the problem appeared to establish the es-
timates for the frequencies of possible oscillations.

The special procedures developed for stability investi-
gation of synchronization systems turned out to be rather
fruitful here. These procedures were combined with
the tool of Fourier series and in such a way a number
of frequency-algebraic criteria for the absence of high-
frequency oscillations was obtained ( see [Perkin et al.,
2015] and bibliography there). The criteria were formu-
lated in terms of the transfer function of the linear part
of the system. They had the form of frequency-domain
inequalities with varying parameters. The criteria give
the opportunity to obtain estimates for domains with
low-frequency oscillations. The more is a number of
varying parameters the more “flexible” is the frequency-
algebraic criteria and the more tight are the estimates for
such domains in the space of parameters of the system.

In this paper, being based of results of [Proskurnikov
and Smirnova, 2020] we choose the optimal algebraic
conditions for varying parameters.

The optimal frequency-algebraic criterion for the ab-
sence of high-frequency oscillations is appllied to phase-
locked loops with the proportional-integrating filter.

2 Problem setup

Consider a SISO synchronization system with dis-
tributed parameters which is described by an integro-
differential Volterra equation

d

)

L = b(t) + po(o(t = h))—

ey

— [yt —=7)p(a(r))dr (t>0).

c>\W N

Here p € R,h > 0;b,7: [0,40) = R; ¢:R—=R.
The solution of (1) is defined by specifying initial condi-
tion

a(t) = o°(t). 2

te[—h,0]

The following assumptions are adopted.
Al) b(t) is continuous, 7(t) is piece-wise continuous,

b(t) = 0ast — +oo. 3)
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A2) The linear part of (1) is stable;

b(t)e™ y(t)e™ € L]0, +00) (r>0). (4

A3) (o) is C-smooth, A— periodic and has a piece-
wise continuous derivative; it has two roots o1, o9 €
[0, A) with

¢'(01) - ¢'(a2) < 0.

A4) oy(t) € C[—h, 0] and (0 + 0) = °(0).
AS)

[terat o, )
0

System (1) with assumptions A1)—AS5) has a denumer-
able set of equilibria.

The main problem for synchronization system is to
provide its global stability.

Definition 1. We say that equation (1) is globally
stable (is gradient-like) if its any solution converges to a
certain equilibrium.

Another significant problem is to guarantee the ab-
sence of high-frequency oscillations.

Definition 2. We say that equation (1) has a periodic
solution o (t) if there exist a number 7' > 0 and an inte-
ger [ such that

o(t+T)=0c(t)+1IA, Vt>O0. (6)
The number w = 2% is called the frequency of the

periodic solution. In case I = 0 we fix a periodic
solution of the first kind. If I # 0 we call o(¢) a periodic
solution of the second kind.

In [Smirnova and Proskurnikov, 2019] a number of
frequency-algebraic theorems have been proved both for
global stability and for the absence of periodic solutions.
In this paper, we examine the problem of the absence
of high-frequency periodic solutions. Our goal is to get
the most accurate upper estimates for the frequencies of
possible oscillations.

3 The absence of high frequency periodic solutions

Frequency-domain criteria are based on fundamental
characteristics of linear and nonlinear parts of the control
system.

The linear part of synchronization system (1) is en-
tirely defined by its transfer function from the input ¢
to the output (—¢):

K@) =—pe "+ [0 dt (peC)
0
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The periodic function (o) is characterized by two con-
stants

A2 inf P(o), A2 sup (o).
o€[0,A) o€[0,A)
It is clear that
A <0< As. (7
Suppose!
ar <Ay, ag > As. (3)

A
Leta = (ap,a9)7.
We introduce then a non-negative accompanying func-
tion

B(o:0) 2 \/(1- a7 '(0) (1~ az'¢ (o) )

where a; ' = 0if a; = £0o (i = 1,2), and constants
A
[ e(o)
A0
vE o,
[ le(o)| do
0
A
[ (o) do
A 0
vo(a) = % )
0f|<P(U)|‘I’(U a)d
A
[
V1(€,7',06) = !

OfA ()| e T T o a) do

Letx e Roe > 0,7 >0, < Ay, ap > Ay be
varying parameters. We shall need the functions:

II(w; 5,6, T, @) 2 #ReK (1w)—

—7(agt + oy HwImK (w) — (¢ + 7)| K (w)|*+
+Hartay trw? (12 = —-1), Yw >0
(10)
and constants
2 9

A vy (a)
= 11
Mle,m0) = 72 v2(a) + m2) (in

From [Smirnova and Proskurnikov, 2019] we deduce,
for a SISO system the following assertion.

Theorem 1. Suppose there exist an i > 0 and num-
bers 2,6 > 0,7 >0, >0, a;3 < Ay, as > Ay such
that the inequality

(w; 5,8, 7,0) > & (12)

La; (i = 1,2) may be a number or Z-00.
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is valid for w = 0 and for w > @, and one of the two
inequalities is true: either

1y
4e6T > V3 (1 — a)?e + sPa®vPr (13)
for some @ € [0,1], or
2)
46 > V3. (14)
Then

i) if w = 0, the equation (1) is globaly stable;
ii) if @ > 0, the equation (1) has no periodic solutions
with the frequency w > @.

Let us analyze the conditions of Theorem 1.

Notice first that if s = 0 the inequality (12) is violated
for w = 0 and if >z # 0 one can scale the parameters
e > 0and 7 > 0 by |]. So we can put

o0

w2 = signK (0) = sign /’y(t) dt —
0

, (15)

then »%2 = 1.

Consider algebraic condition 1). It is clear that one
should choose the value of a in such a way that the value
of ¢ is the minimal one. It follows from 1) that

2,2 2,2
6>1(a1/ Jr(1 a) Vo(oz)).
4 € T

It is easy to calculate that the minimal value of the
right-hand part of (16) is achieved for

(16)

2
evp(a)
@ = evg(a) + T2’ {17
and
2,2 2,2
min {l(ay +(1 a) Vo(a))}
acf0,1] | 4 e T
= M(e, T, ).

The value ag is “the best” for the fixed set {3, ¢, 7, a}
since it corresponds to the minimal possible value of §.
So inequality (16) should be substituted by

0> M(e, T, ). (18)

Compare now the right-hand parts of inequalities (14)
and (18). Notice that

A 2
(f o(o) d0>
M 0

A 2 A 2
4| e <Of|cp(0)|da> +7 <0f @(J)go(a)|da)

)
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It follows that Theorem 1 can be substituted by the fol-
9 lowing assertion.
(? p(o) do‘) Theorem 2 Suppose there exist an w > 0 and numbers
e>0,7>0,a; <Ay, ag > Ay such that

2
A
4 <bf Ve +T182(0)]p(0)] d0> : inf (w; 20, €, T, @) > VZ%' (24)

{w=0} Hw=a}

Proposition 1

Then
i) if = 0, the equation (1) is globally stable;
2 ii) if @ > 0, the equation (1) has no periodic solutions

v
M > Zl 19 with the frequency w > @.

Theorem 2 implies that a triple {&, 7, a} of varying pa-

Proof. 1t is sufficient to prove that rameters is the element of the set

2 A 2

A

T =
/Is@\dg +2 /<I>|<P|dff <
0

) 20) KO)| - (e + E?0) > BT

A 2 4
T

/ 1+ —®2|p|do
€

1>

{(577—70‘): 5>077_>O;051 SAlaOQ 2A27

If = is an empty set (i.e. = = (J) then Theorem 2 is

inapplicable.
Consider the function Suppose = # @ and (¢, 7, ) € E. Let
A 2 A 2
Q(s0,€,7, Q) 2
[idtda | +u| [orplao) - .
; ) :{w>0:(5,7‘,a)€5#@,

2 2

A 2

I(w; 20,6, T, S—l}.
/\/1+y‘1)2|<p|d0) (y >0). (w5 20 )=3
0

In virtue of (4) the set (¢, &, 7, &) is bounded.

Notice that Next we determine
W(0) =0 (22) 0. Q=0
@(s0,€,7,0) .
and SU.pQ(%O,E,T,Oé), if # A.
A 2
) Notice that every triple of varying parameters

Wiy) = /(I)|SD‘ do | — (e,7,a) € E defines “its own” value of &.
0 It follows from Theorem 2 that if &(s¢,e,7,) = 0
A a for a certain (g, 7, «), the equation (1) is globally stable.

P%p|do - . L
/1+ y®2|p|do = If @(»0,e,7,a) > 0, the equation (1) has no periodic
) Vity 2 solutions with the frequency

(23)
A
/ (/|¢))? /1 + y®? do w > &(0,e,7, Q). (25)
J W

<I> Dp|do
1 D2|p| d
/Wlw\ o Gt w2 il _aGaera). 6

(e,7,a)€EE

Let

So by Cauchy-Bunyakovsky-Schwarz inequality Theorem 3. Suppose = # (. Then if wy = 0, the

W(y) <0, Vy> 0. equation (1) is globally stable, and if wy > 0, the equa-
- tion (1) has no periodic solutions with the frequency
Thus (20) is true and consequently the Proposition is
proved. w > wo. 27)
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4 The estimates for domains with slow oscillations

In this section we apply Theorem 3 to the phase-locked
loops (PLL) with the proportional integrating filter (PIF).
The PLL can be described by the system

(t) = —72(t) — (1= s)p(o(t — h)),
a(t) )* sTo(a(t — h)) (28)
€ (0,1),h = 0),

= z(t
(T >0,

where (o) is the characteristic of the phase detector
(PD) and h > 0 is a time-delay.

The transfer function of (28) from ¢ to (—¢) is as fol-
lows
sIp+1 _
Kp)=T b, 29
() =T 77 (29)

System (28) can be easily reduced to the integral-
differential equation (1) with

b(t) = z(0)e T —

—(t=A—h)

f e 17 @(a°(\)d\, t<h, (30)
N 0 —(t—x—h) o
J e T 9(e°(N)d\, t>h;
“h
p=—sT;
0, t<h.

t)y=(1—s t—h 31

() = ( ){6_(T’)’ t>h (€29)

4.1 The undelayed PLL with a sine—shaped charac-
teristic of phase detector (PD)

In this case

h=0, @lo)=sinoc—8 (Be(0,1). (32
System (28), (32) has three parameters: s, T', .
In our case

(@) <1, ar<-Lax>1  (33)

Letm; = —a; ', ma = a; '. Evidently
m; € [0, 1] (i =1,2).

We have

23
1| = G
|sm0 — Bly/e + 792(0) do
where
®(0) = /1 — mimacos? o + (mq — m2) cos o
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Notice that K (0) = T > 0. Consequently sc = 1.
Denoting € = €T, T = 71" one obtains:

(a(T)w? + b)

M(w; 1,e,7,a) = %mlmng + TP? 11
(35)
where
a(T) = sT? — (£ + 7)s*T?+
+7(mg —mq)(1 — s),

b=1—-¢—-7.
Inequality (24) takes the form

T%(a(T)w? + b) } -

inf {Tm1m2w2 + T2 1

{w=0} Uf{w=wo}
T?V3 (5,7, a)
4
(36)
and inequality

IK(0)] = ( + 7)|K(0) > @

transforms into

Changing with sufficiently small steps the values of

€ (0;1), 7 € (0;1-2), m; € (0;1] (i = 1,2) we find
for a pair {712, 3} the value of wy from inequality (26).
Thus we guarantee that for this pair of parameters the
periodic solutions with w > wy are absent. In Fig. 1
we show for s = 0.2 the domains where wy is equal
to 3, 8, 10. The domains are situated under the curves.
The leftmost curve corresponds to a gradient-like system
((UQ = O)

102
12

Figure 1. Domains where the oscillations with the frequency more
than wq are absent for undelayed PLL with PIF and a sine-shaped

characteristic of PD
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4.2 The case of sine-shaped characteristic of PD
with a positive time-delay

In this case
h>0, p(o)=sinc—-p (Be€(0,1)) (37

and formulas (33), (34) are valid. Also 3¢5 = 1. We
suppose that |a;| = a2 > 1 and use the denotation

A -1
m = |o;| 7t
. _A _A .
Denoting € = €T, T = 71 we obtain
M(w; 1,e,7,c0) = mQ%wQJr
+T((1 + T?sw?) coswh — wT'(1 — s) sinwh— (38)
—(E+7)(1+ s*T?w?)) (14 T?w?) "
Traditionally using @ 2 wT [Biswas et al., 1977,

Belustina, 1992] we have

M(w; 1,6, 7,a) = M*T—+
+T((1 + &?s) cos %h — (1 — s)sin %h— (39)
~E+ A1+ 5% (14077

Inequality (24) can be substituted by the inequality

inf  P(w;&,7T 0
(21:()16(212&1 (w,é‘,T,Oé) >0, (40)
where
P(w;e,7,a) 2 m2ro?+
“h .

—|—T4{ ((1 + &%s) cos L;j — (1 —s)sin ——
- ~2 .2 ovo1 V(& T, )
—(F+ 7)1+ % ))(1+w - f}

(41
Consider the case of s = 0.2, % = 0.1. For each

B € (0,1) and T > 0 the inequality (40) can be checked
numerically. For any triple {&, 7, m} it is easy to find a
number Qo = Qy(&, 7, m) such that

P(w;&,7,a) >0 (42)

for w > Q.
Then we fix the value of § small enough and choose a
step hy, = h,,(9) in such a way that the inequalities

Phok;&,7,0) > 8 (k e N|J{0}, huk € [0790])
imply

P(@;8,7,0) >0, & € [hyk, hy(k+1)].

Thus we find the value of @ such that inequality (40) is
true. Changing the values of m € (0;1],& € (0;1) and
7 € (0;1 — &) with small steps we define the value of wy
as the minimal of all possible .

In Fig. 2 the domains with % equal to 2, 4, 7 are
shown. They are situated under the curves. The leftmost
one corresponds to the gradient-like system.
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B

wy/T = o;:wolT =2 w)T=4 w/TET;

Figure 2. Domains of slow oscillations for PLL with PIF, a sine—
shaped characteristic of PD, and delay h = 0.17T

4.3 The undelayed PLL with a triangle
characteristic of PD

In this case

2 T T
70-_67 (S [_77 7)7
h=0, plo)=4 "™ 220
_%(U_Tr)_ﬁa 0'6[57 %)7
(43)
Notice that
2
/ e
/()] = =
We confine ourselves to the variant of
-] = Qg > —.
T
It is easy to calculate that
P
V| =
14 6%
v (44)

lvi| = (m = |os|™")

\/5 +7(1- %mQ)

Inequality (24) has the form (36).

In Fig. 3 for s = 0.2 the domains of slow oscillations
with w < wg = 3, 8, 10 are shown. The leftmost curve
corresponds to a globally stable system (wy = 0).

a,= 2/m+1

Figure 3. Domains where the oscillations with the frequency more
than wq are absent for undelayed PLL with PIF and a triangle charac-

teristic of PD



CYBERNETICS AND PHYSICS, VOL. 12, NO. 4, 2023

5 Conclusion

This paper is devoted to the asymptotic behavior
of infinite-dimensional synchronization (pendulum-like)
systems. In particular, the problem of the absence
of high-frequency oscillations is considered. ~Some
frequency-algebraic criteria for the absence of oscilla-
tions of the prescribed frequency are analyzed, and the
optimal one is applied to phase-locked loops with the
proportionally-integrating filter.
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