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Abstract
This paper addresses the direct current (DC) motor

control problem, ensuring that the motor’s speed remains
within a given bounds. To solve this, a coordinate trans-
formation is applied to convert the original problem into
a control problem without constraints on the control vari-
able. A feedback controller is proposed, with the control
gain determined by solving an optimization problem. An
experimental setup is introduced to validate the proposed
control algorithm. Two cases are proposed for testing,
and the experimental results show that the algorithm en-
sures the motor’s speed stays within the given set by the
designer.
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1 Introduction
DC (direct current) motors are widely used electric

motors that operate based on direct current. With their
simple design, ease of control, and quick response, DC
motors have become the preferred choice in many indus-
trial and household applications. The standout feature
of DC motors is their ability to easily adjust speed and
torque through variations in the input voltage or current
through the windings.

In practice, DC motors are extensively used in speed
control systems, autonomous robots, industrial con-
veyors, and household appliances such as drills and

blenders. Additionally, DC motors are crucial compo-
nents in fields such as electric vehicles, unmanned aerial
vehicle (UAV) control, and medical devices, due to their
flexibility and high precision. There are several DC mo-
tor control methods, such as PID control, feedback con-
trol, sliding mode control, etc [Suman and Giri, 2016;
Elsrogy et al., 2013; Setiawan et al., 2023; Sharan et al.,
2007; Maheswararao et al., 2011; Murtaza and Bhatti,
2012; Sharma and Lather, 2024; Imangazieva, 2024;
Konovalov and Matveev, 2025]. An overview of some
DC models and methods of control was considered in
[Furtat et al., 2022]. Each method has its strengths and
limitations. Often, adaptive and robust control methods
under conditions of uncertainty and disturbances guar-
antee a given quality of regulation only in a steady state,
that is, after the transients have finished. This paper fo-
cuses on obtaining control laws with a guarantee of an
output signal in a given bounds at any given time.

To address this issue, papers [Furtat and Gushchin,
2020; Furtat and Gushchin, 2021; Nguyen et al., 2023]
present an LMI-based control method that guarantees the
output signals always remain within given sets, which
are determined by the system designers based on the
operational requirements of the overall systems. The
method uses a coordinate transformation to convert the
original system with output constraints into control prob-
lem involving new control variables without these limita-
tions. This control method guarantees the desired signal
performance and satisfies the operational requirements
of the systems.

In this paper, control method [Furtat and Gushchin,
2020; Furtat and Gushchin, 2021; Nguyen et al., 2023]
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is applied to adjust the speeds of motors to always stay
within predefined sets. This ensures compliance with
system constraints and enhances the robustness of the
control processes, making them suitable for applications
with stringent performance requirements. The effective-
ness of the method will be evaluated through experimen-
tal testing.

The paper is organized as follows. Section 2 dis-
cusses the problem of controlling DC motors that en-
suring that the rotational speed signals belong to a given
set. Section 3 presents the design of a state feedback con-
troller for linear systems based on the method [Furtat and
Gushchin, 2020; Furtat and Gushchin, 2021; Nguyen
et al., 2023]. Section 4 validates the theoretical results
obtained in the previous section through experimental
tests.

2 Problem Statement
Let us consider a DC motor model

ω̇(t) = − 1

Td
ω(t) +

Kd

Td
[u(t) + f(t)], (1)

where t ≥ 0, ω is the speed of motor [rad/s], u is input
voltage signal [V], f is the unknown input disturbance
[V], Td is the time constant of motor [s], and Kd is dc-
gain of motor [rad/(V·s)].

The goal of the paper is to design a controller that en-
sures the maintenance of the speed motor ω(t) in the fol-
lowing bounds at any time t ≥ 0:

W = {ω(t) ≤ ω(t) ≤ ω(t)} , for all t ≥ 0. (2)

Here, the functions ω(t) and ω(t) are the differentiable
and bounded functions with their first derivatives. These
functions are selected by designer according to the re-
quirements of the systems.

If the designer specifies a reference signal ωm(t), then
this signal can be presented as ωm(t) = 0.5(ω(t) +
ω(t)), where ω(t) and ω(t) are prespecified deviations
from reference signal.

It is known that the initial DC motor model is nonlin-
ear [Furtat et al., 2022]. The considered model (1) is a
significantly simplified nonlinear model. However, we
can assume that nonlinear components can be presented
in the disturbance. Also, the applicability of this model
for design the control law will be demonstrated in the
experiment study.

3 Mathematical preliminaries. Theoretical result
Following [Furtat and Gushchin, 2020; Furtat and

Gushchin, 2021; Nguyen et al., 2023], let us introduce
the change of coordinate Φ : W × [0,∞) → R

ε(t) = Φ(ω, t) ≜ ln

(
ω(t)− ω(t)

ω(t)− ω(t)

)
. (3)

where ε ∈ R a new auxiliary variable.

As we see, the function Φ(ω, t) is differential w.r.t ε
and t. Denoting Φ−1 as inverse function of the function
Φ−1 at each time t, one get

ω(t) = Φ−1(ε, t) ≜
ω(t) exp(ε) + ω(t)

exp(ε) + 1
. (4)

Taking the time derivative of ω(t) in (3), we get

ω̇ =
∂Φ−1

∂ε
ε̇+

∂Φ−1

∂t
. (5)

Taking into account (1) and ∂Φ−1

∂ε = exp(ε)(ω−ω)
(exp(ε)+1)2 >

0, ∀ε ∈ R, one can rewrite (5) in the form

ε̇ =

(
∂Φ−1

∂ε

)−1 [
− 1

Td
ω(t) +

Kd

Td
u(t) + ψ

]
, (6)

where ψ(ε, t) ≜ Kd

Td
f(t) − ∂Φ−1(ε,t)

∂t . The
function ψ(ε, t) is the bounded with the bound
ψ̄ = Kd

Td
supt{f(t)} + supε,t

{
∂Φ−1(ε,t)

∂t

}
, where

∂Φ−1(ε,t)
∂t = ω̇(t) exp(ε)+ω̇(t)

exp(ε)+1 .
Let us choose the controller u in the following form:

u =
Td
Kd

[
1

Td
ω −Kε

]
, (7)

where K > 0 is a control gain that is defined in the
following theorem.

Theorem 1. Given numbers c > 0, α > 0. Let K̂ is
solution of the following optimization problem:

λ→ min, s.t.
0 ≤ K ≤ λ,[

−K + α+ τ1 0.5
⋆ −τ2

]
≤ 0,

−c2τ1 + ψ̄2τ2 ≤ 0.

(8)

with respect to the scalar variables K ≥ 0 and τ1, τ2 >
0.

Hence, the controller (7) with the gain K = K̂ en-
sures the goal (2). The symbol ” ⋆ ” denotes a symmetric
element in a symmetric matrix.

Proof. Applying the controller (7) to (6), we get

ε̇ =

(
∂Φ−1

∂ε

)−1 [
−Kε+ ψ

]
. (9)

Let us choose Lyapunov function in the form

V (ε) = 0.5ε2. (10)

Taking the time derivative of Lyapunov function (10)
along the solution of (9), we get

V̇ = εε̇ = ε

(
∂Φ−1

∂ε

)−1

[−Kε+ ψ] . (11)
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Let us define the set Ω as follows:

Ω := {ε ∈ Rm : |ε| < c, c > 0}, (12)

where c is a positive number.
In order to stabilize the trajectory ε into the set Ω, we

require for any α > 0: V̇ ≤ −2αV, ∀ε /∈ Ω, i.e., V̇ <

0, ∀ε : |ε| ≥ c. Since ∂Φ−1

∂ε > 0 does not affect the sign
of the expression (11), these conditions can be rewritten
as

−(K − α)ε2 + εψ ≤ 0, ∀ (ε, ψ) :
ε2 ≥ c2, ψ2 ≤ ψ̄2.

(13)

Denoting z = [ε, ψ]T , rewrite (13) as follows:

zT
[
−K + α 0.5

⋆ 0

]
z ≤ 0,

zT
[
−1 0
⋆ 0

]
z ≤ −c2, zT

[
0 0
⋆ 1

]
z ≤ ψ̄2.

(14)

Applying the S-procedure [Boyd et al., 1994; Poznyak
et al., 2014; Polyak et al., 2021], one can conclude that
inequalities (14) are satisfied if two last inequalities in
(8) hold. Therefore, the controller (7) with K = K̂ en-
sures the boundedness of ε, and ε is stabilized into the
set Ω. According to the properties of the change of coor-
dinate (3), the goal (2) is satisfied.

Theorem 1 is proved.

Remark 1. The LMI technique and S-procedure allow
us to design the controller for a system under the influ-
ence of unknown bounded disturbances based on anal-
ysis the input to state stability of the closed-loop sys-
tem. Moreover, the problem of finding the control gain
of (7) can be reduced to the problem of finding the solu-
tions to the minimizing problem (8), which can be easily
solved using popular solvers for semidefinite program-
ming (such as SEDUMI [Sturm, 1999], SDPT3 [Toh
et al., 1999], CSDP [Borchers, 1999] and others.)

4 Experimental result
4.1 Experimental Setup

In this paper, we create an education board for exper-
iments (Fig. 1). The board includes the following main
components:

1. Lego NXT DC Motor: with a built-in incremen-
tal encoder with a resolution of 180 (pulses/rev)
for measuring the rotor’s angular position, enabling
the implementation of position or velocity feedback
control;

2. L298N H-Bridge Driver: used for motor control,
providing direction reversal and speed adjustment
via pulse-width modulation (PWM);

3. STM32F4-Discovery Microcontroller Board:
serves as the central control unit of the prototype.

The microcontroller handles encoder signal pro-
cessing, PWM signal generation for the driver,
and execution of control algorithms. Since the
STM32F4 board includes an internal x4 (Quadra-
ture) circuit, for the encoder one revolution of the
motor produces 180× 4 = 720 (pulses/rev).

The control process utilizes the Waijung Blockset li-
brary [Hmidet and Hasnaoui, 2018], which facilitates the
integration between Simulink/MATLAB and the STM32
microcontroller via the UART interface. The configura-
tion of the experimental setup is illustrated in Fig. 2.

Development and implementation are divided into two
main components: the “Target program” and the “Host
program”. Both are created in MATLAB/Simulink. The
Target program is responsible for configuring the mi-
crocontroller to interact with the motor’s H-driver, en-
coder, and computer. This program is compiled to gen-
erate C code, which is then loaded onto the microcon-
troller module. The Host program is used to generate
disturbances to simulate perturbations, synthesize the
controller for the studied control system, and visualize
the resulting data. Together, these components enable
the experimental setup to function in HIL (Hardware-In-
the-Loop) mode [Kelemen et al., 2014]. This mode pro-
vides real-time closed-loop control of the physical sys-
tem, facilitating comprehensive testing and validation of
the control algorithms.

For the experiments, the PWM period is set to 2 kHz
and the sample time is 0.02 seconds. The UART baud
rate is 460800 bits/s.

4.2 Evaluation of Model Parameters and Controller
Testing

Let us rewrite the mathematical model (1) in the form
of a transfer function W (s) relating the voltage u to the
speed ω, expressed as

W (s) =
ω(s)

u(s)
=

Kd

Tds+ 1
. (15)

Since the transfer function W(s) (15) represents a first-
order linear system, the coefficientKd is the motor static
gain to ω.

For the time constant Td, it can be determined as the
time at which the speed equals 63.2% of its steady-state
value.

Table 1 presents the steady-state values ω(∞) obtained
for different constant input voltages. Based on these val-
ues, the coefficients can be approximated as Kd ≈ 2.05,
Td ≈ 0.2. Fig. 3. compares the measured speed ω (the
blue line) with the simulated speed (the dash red line) for
an input voltage u = 9[V ].

Now, let us consider two cases for testing the proposed
controller.

Case 1.
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Figure 1. The experimental board: 1-Lego DC motor, 2-H-Bridge Driver, 3-STM32F4-Discovery board.

Figure 2. The configuration of experimental setup.

Figure 3. Speed response ω for input u = 9[V ]: the blue line represents the measured speed, and the dashed red line represents the simulated
speed.

u ω(∞) Kd

5 10.25 2.05

6.5 13.3 2.05

7 14.35 2.05

8.5 17.34 2.05

9 18.33 2.04

Table 1. Values ω(∞), andKd for different inputs u.

Let us choose ω and ω in the form

ω(t) = 11 + sin(πt+ π
2 ),

ω(t) =

{
−10 + 16 sin(π4 t), t < 2,

4 + 2 cos(πt), t ≥ 2.

(16)
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Figure 4. Controlled speed ω: (a) Case 1, (b) Case 2. The yellow and black dashed lines denote the performance bounds ω(t) and ω(t),
respectively. The dashed red lines show the speed ω(t) without disturbance f , while the blue lines depict ω(t) with disturbance f applied.

Figure 5. Controlled speed ω when time-delay h = 0.3 seconds: (a) Case 1, (b) Case 2. The yellow and black dashed lines denote the
performance bounds ω(t) and ω(t), respectively. The blue lines depict ω(t) with disturbance f applied.

Assume that f(t) = 5 sin(0.5t), hence ψ̄ = 63.82. By
selecting c = 0.5, α = 1, and solving the problem in
equation (8), we obtain K = 127.73. Fig. 4 shows the
graphs of the controlled speed ω when no disturbance f
affects the system (represented by the dashed red line)
and when f is present in the system (represented by the
blue line). As illustrated in Figure 4, the signal ω re-
mains within the given set at any time.

Case 2.

Let us choose ω and ω in the form

ω(t) =

{
13 + sin(π4 t), t < 2,

(4 + 2 cos(π2 t) exp(−0.25(t− 2)) + 8, t ≥ 2,

ω(t) =

{
−10 + 16 sin(π4 t)− 0.2, t < 2,

(2 + 2 cos(π2 t) exp(−0.25(t− 2)) + 2, t ≥ 2.

(17)
Assume that f(t) = 5 sin(0.5t)+2, hence ψ̄ = 84.31.

By selecting c = 0.5, α = 1, and solving the problem in
equation (8), we obtain K = 168.73. Fig. 5 shows the
graphs of the controlled speed ω when no disturbance f
affects the system (represented by the dashed red line)
and when f is present in the system (represented by the
blue line). As in Case 1, the signal ω remains within the
given set at any time.

Let us now consider the performance of the proposed

control algorithm in the presence of time-delay in the in-
put channel and parameters as in Case 1 and Case 2. This
time-delay can occur due to remote control or when us-
ing digital devices. The experimental results have shown
that with a time-delay of less than 0.3 seconds, the pro-
posed control law guarantees the fulfilment of the goal.
Thus, in the present paper we propose the control law
developed without taking into account the time-delay in
the input channel, but which can be robust to small val-
ues of the time-delay. The transients in the presence of a
time-delay are presented in the Fig. 5.

5 Conclusion
This paper presents a control method for DC motors,

ensuring that the motor’s speed remains within a given
set. The method applies a coordinate transformation to
convert the control problem into one without constraints
on the controlled variable. The control gain is deter-
mined by solving an optimization problem.

Experimental results show that the proposed algorithm
is effective in maintaining the motor’s speed within the
given set by the designer. The experiments were con-
ducted in two specific cases, and the results demonstrate
that the algorithm ensures stability and adherence to the
design requirements while improving the robustness of
the control system.
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