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Abstract

In the article the history of cybernetics and artificial
intelligence in the world and, particularly in the USSR
is outlined starting from the 1940s-1950s. The rapid
development of these areas in the 1960s is described
in more detail. Special attention is paid to the results
of Leningrad (St. Petersburg) researchers, particularly
to the work of Vladimir Yakubovich and his scientific
school on machine learning, pattern recognition, adap-
tive systems, intelligent robots and their importance for
the further development of cybernetics and artificial in-
telligence.
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1 Introduction

The history of science is a very important area for the
city of St. Petersburg, where not many Russian scien-
tific schools were born. The reports devoted to history
make us think not only about the history of science in
general, but also about the history of our society, our
country and the world. This article is devoted to the de-
velopment of cybernetics and artificial intelligence (AI)
in the world and in the USSR (Russia). The first sec-
tion is devoted to the early years of cybernetics and ar-
tificial intelligence: 1940s-1950s. The heroic time of
the 1960s usually called the spring of cybernetics and
Al is outlined in the second section. The third section
is dedicated to the contributions of V.A. Yakubovich to
Al: machine learning, pattern recognition, adaptive sys-
tems, and robots. The fourth section is mainly devoted
to the contributions of L. Bregman: Bregman’s method,
Bregman’s divergence which became in demand in Al
nowadays. The material of the article is based on publi-
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cations: [Fradkov, 2008; Fradkov, 2014; Gusev and Bon-
darko, 2020; Fradkov, 2020; Annaswamy and Fradkov,
2021].

2 The early years of cybernetics
and artificial intelligence: 1940-1950

Let’s start with the birth of the science of cybernet-
ics and artificial intelligence. These two areas, consid-
ered different, were actually born, if we trace the origins,
from one article by American scientists Warren McCul-
loch (1898-1969) and Walter Pitts (1923-1969)) "Log-
ical calculus of ideas related to nervous activity”, pub-
lished in 1943 [McCulloch and Pitts, 1943]. In this work
for the first time, a formal neuron model was presented,
which is now called the McCulloch-Pitts neuron model ,
Fig.1. It has been shown that by connecting neurons into
a network, it is possible to obtain a structure that works
in the same way as a Turing machine, i.e. can evaluate
computable functions.

Thus, the first artificial neural network was born in this
work. Walter Pitts was very young then. He was not
twenty years old when this paper was published. In fact,
he wasn’t even a student yet. Norbert Wiener, who was
already creating a laboratory at MIT, noticed him and the
authors of this article, and invited them to work there.
Pitts began studying at MIT. Thus, the cybernetic line
began to develop, although the word “cybernetics” was
still known to few people at that time.

Norbert Wiener is considered the founder of cybernet-
ics, which was born in his famous book “Cybernetics
or Control and Communication in an animal and a ma-
chine”, published in 1948 simultaneously in the USA
and in Europe [Wiener, 1948]. The ideas presented in the
book were further developed and disseminated at a se-
ries of conferences in 1946-1953, (Macy’s Conferences)
sponsored by the Josiah Macy, Jr. Foundation, the con-
ferences were aimed at uniting an interdisciplinary com-
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munity of researchers interested in the new science of
cybernetics. They were aimed at introducing new terms,
such as information and feedback, into many disciplines,
including biology, physiology, sociology, ecology, eco-
nomics, politics, psychoanalysis, linguistics.

At that time, well-known mathematicians and en-
gineers C.Shannon, J.von Neumann, W.R.Ashby,
G.Walther, W.Pitts and others also attended these con-
ferences. W.McCulloch usually presided. Ten such con-
ferences took place before 1953. In 1953, it so hap-
pened that McCulloch quarreled with Wiener. In the lit-
erature, you can find details that we will not dwell on.
The fact is that the personal relationship of two outstand-
ing scientists led to the fact that the conferences stopped.
Wiener has simply not spoken to McCulloch since. The
careers of McCulloch and Pitts, who was also in this cir-
cle, did not go up further, but rather broke down. Both
died in 1969. At the same time, cybernetic ideas devel-
oped not only under the guidance and in the environment
of Wiener, but also in other scientific circles. Among
such achievements in the fifties, the following should be
noted. In 1952, Arthur Samuel created the first check-
ers game program for the IBM 701. In 1955, Samuel
added the ability to self-study to the program. In 1954,
the so-called Georgetown experiment was carried out
to demonstrate the capabilities of machine translation,
(New York, IBM headquarters). During the experiment,
a fully automatic translation of more than 60 sentences
from Russian into English was demonstrated. In 1956,
Allen Newell and Herbert Simon created the program
“Logic Theorist”, which proved 38 of the 52 theorems
from Chapter 2 of Russell and Whitehead’s work "Prin-
cipia Mathematica”. Computers were already actively
developing at that time and were helping to carry out var-
ious studies that were previously impossible. The first
books appeared, among them the collection “Automata”,
published by McCarthy and Shannon (“Automata Stud-
ies”, Edited by McCarthy and Shannon) in 1956. This
collection was almost immediately translated into Rus-
sian and disseminated in the USSR, where the rejection
of cybernetics was already ending at that time. There
rose a desire to hold other meetings and seminars dedi-
cated to this science. A group of scientists organized the
Dartmouth Seminar in 1956, which was known for the
fact that the term artificial Intelligence was born there.
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The main organizer was John McCarthy, also young, he
was below thirty years old. Among the participants were
already well-known experts by that time: Claude Shan-
non, Marvin Minsky, Alan Newell and others, many of
those who authored the top achievements of those times
in this field.

1956 Dartmouth Conference:
The Founding Fathers of Al

John MacCarthy Marvin Minsky Claude Shannon Ray Solomonoff Alan Newell

Herbert Simon

Arthur Samuel

Nathaniel Rochester Trenchard More

Figure 2. The Founding Fathers and II. (Courtesy of scienceabc.com)

It is important to note what John McCarthy said about
the specifics of the Dartmouth seminar: ”As for me, one
of the reasons for the invention of the term artificial
intelligence” is to avoid association with “cybernetics”.
The connection with analog feedback seemed erroneous,
and I didn’t want to accept Wiener as a guru or argue
with him” [McCarthy, 1988], in which he specifically
traced the history of the creation of these two fields:
cybernetics and artificial intelligence. This is the key
point, the organizers of the seminar wanted to separate
themselves from Wiener, from cybernetics. In addition,
the people who gathered at the Dartmouth seminar mo-
tivated this desire with a scientific reason. "Newell re-
called that since the mid-1950s cybernetics has been di-
vided with Al according to the principles of “symbolic
vs. continuous systems” and “’psychology vs. neuro-
physiology” [Newell, 1983].

Indeed, the people who gathered at Dartmouth spoke
the language of logic, the language of discrete systems
and discussed mathematical models related to automata,
languages, logic, graphs, codes, combinatorics. On the
contrary, they rejected such continuous mathematical
concepts as topology, metrics, real numbers, fields, dif-
ferential equations, continuous functions. One can argue
with this, but it was so. This is the story. The area of
artificial intelligence was born in an attempt to separate
itself from cybernetics [Kline,2011].

The name that is now appropriate to mention is neu-
rophysiologist Frank Rosenblatt, the creator of the first
neurocomputer, named by him ”perceptron”. The model
was first created on paper, and then implemented in hard-
ware.

He actually took the McCulloch-Pitts neuron and orga-
nized the tuning or adaptation of this model, suggested
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Rosenblatt’s Perceptron.

adjusting weights in this model. Moreover, he chose a
rule known in psychology as the Hebb rule for learn-
ing. The famous psychologist Donald Hebb in his work
”Organization of behavior” in 1949 for the first time de-
scribed algorithms for training human neurons. Hebb’s
rule (algorithm) is very simple: Aw; = ~yx;y, where x;
are the input signals of the neuron, y is the output sig-
nal (error), w; are the weights, v > 0 is the gain. We
will not comment on this rule in detail, but it underlies
almost all learning and adaptation algorithms, and it has
been repeatedly applied in the future.

Hebb’s ideas were further developed by Frank
Rosenblatt. In 1957, he proposed a scheme for a
device that simulates human perception and called it
a “perceptron” (from Lat. perceptio — perception).
We emphasize that Frank Rosenblatt was also young
and ambitious, he was not yet 30 years old. In the
future, these ideas were picked up by many, but not by
those who were engaged in artificial intelligence. At
the conference following the Dartmouth Seminar in
Teddington in 1968, Rosenblatt’s results were criticized.
Despite the fact that Rosenblatt had many followers,
but there were also those who criticized him. Let’s
now turn to what happened with the development of
cybernetics and artificial intelligence in the USSR.
There were many attacks on cybernetics in the USSR
in the early 1950s. Here, for example, is what was
written in the Brief Philosophical Dictionary in 1954.
(http://vivovoco.rsl.ru/VV/PAPERS/BIO/CYBER.HTM
): ”Cybernetics is a reactionary pseudoscience that
emerged in the United States after World War II and
has become widespread in other capitalist countries, a
form of modern mechanicism.” Nevertheless, computer
technology was actively developing. In 1955, the first
computers in continental Europe were built. Articles
by experts on cybernetics began to be published. An
important role was played by the articles of S.L.Soboleyv,
A.LKitov, A.A.Lyapunov and A.N.Kolmogorov in the
BSE in 1958. In 1958-60, the first departments of
cybernetic profile began to be created (A.A.Markov,

255

Moscow State University mat.logic) to publish the
first books (I.Poletaev ”Signal”) In 1958, the book

by N. Wiener was translated. In 1959, the Scientific
Council on the Complex problem of ”Cybernetics” was
established at the Presidium of the USSR Academy of
Sciences, which was chaired by Academician A.I.Berg).
The article [Pospelov, 1998] provides a fairly complete
picture of this period.

3 The spring of cybernetics and AI: the 1960s

In the 1960s, the development of research on pat-
tern recognition, learning, and cybernetics, in gen-
eral, was very active. Research activity in the USSR
was stimulated by information about research in the
West. Books and collections of translations of arti-
cles by leading Western scientists were published. Re-
search in the USSR correlated with the world, do-
mestic scientists referred to the works of F. Rosen-
blatt, G.Sebestian, B.Widrow on pattern recognition sys-
tems, adaptive filtering, etc. Fuzzy systems (L.Zadeh
— (1965), virtual interlocutors (ELIZA D. Weizen-
baum (1966), etc.) were introduced into the cir-
culation of research. Original works and achieve-
ments in pattern recognition appeared: the "Bark” algo-
rithm (M.Bongard, 1961), the method of potential func-
tions (M.Aizerman, E.Braverman, L.Rozonoer (1963-
1964)), recognition algorithms based on the separation
of convex sets (V.Yakubovich (1963-1966); A.Lerner,
V.Vapnik, A.Chervonenkis (1963, 1964)). Works on ar-
tificial intelligence also were going on: (D.A.Pospelov
(1966, 1972, 1976 and later), G.S.Pospelov, M.L.Tsetlin,
V.N.Zakharov, V.F.Khoroshevsky, E.V.Popov. In
Leningrad, research was developing on machine transla-
tion of texts (G.S.Tseytin (1959)) and automatic. proof
of theorems (the inverse method of Maslov, S.Y.Maslov
(1964). In the winter of 1961-62, M.L. Tsetlin, M.M.
Bongard and V.I. Varshavsky organized the first winter
school-seminar on automata theory and pattern recogni-
tion in Komarovo near Leningrad.

Activities in the field of cybernetics were also ac-
tively conducted in Leningrad. In November 1956,
the Cybernetics Section of the House of Scientists was
founded, the first chairman of which was the future No-
bel laureate L.V.Kantorovich. The section became the
first public scientific organization in the field of cy-
bernetics in the USSR. In 1959, V.A.Yakubovich cre-
ated a laboratory of theoretical cybernetics at Leningrad
State University (LGU). A number of departments in
the field of automation and technical cybernetics have
been created also at other technical universities: Military
Academy named after Mozhaisky (E.P.Popov), Elec-
trotechnical university (LETI) (I.Timofeev, A.Vavilov,
V.Smolov), Leningrad Polytechnic Institute (A.l.Lurie).
S.A.Mayorov’s group in Leningrad Institute of Fine Me-
chanics and Optics (LITMO) was awarded the USSR
State Prize in 1969 for the development of the UM1-NX
controlling computer.



256

8. A FKYBOBHY
MALUHHb, OBYYAIOUMECS PACNIOZHABAHHIO OBPA30E

METO/Ibl BbIYHUCJIEHWI

Figure 4. Title page of Yakubovich’s 1963 paper

4 Contributions of V.A. Yakubovich to machine
learning, pattern recognition, adaptive systems
and robots

Let us dwell in more detail on the works of Vladimir
Yakubovich. His publications are mainly related to con-
trol theory, stability theory, optimal control, and the
study of nonlinear systems. These are his most fa-
mous achievements. And the achievements in the field
of adaptive systems, the theory of learning systems are
less well known. But they will be mainly discussed be-
cause in the field of mathematical cybernetics, his work
was fundamental, had a continuation and was picked up
by other scientists. The research took place in the V.A.
Yakubovich’s group that worked in the Laboratory of
Theoretical Cybernetics, and since 1970 — also at the
Department of Theoretical Cybernetics of the Faculty
of Mathematics and Mechanics of Leningrad University.
Let us discuss the first articles that appeared in univer-
sity publications and in Reports of the USSR Academy
of Sciences: [Yakubovich, 1963; Yakubovich, 2021;
Yakubovich, 1965; Yakubovich, 1965; Yakubovich,
1966; Yakubovich, 1968; Yakubovich, 1968].

The 1963 article [Yakubovich, 1963] turned out to
be one of the first where the terms “machine learn-
ing” and ” learning machines” were actively used. Cur-
rently, the journal ”Vestnik of St. Petersburg Univer-
sity”” has reprinted this article [Yakubovich, 1963], see
[Yakubovich, 2021] and it has been translated into En-
glish, which will undoubtedly contribute to the dissemi-
nation of V.A. Yakubovich’s ideas and methods in this
field. In just fifteen years from 1963 to 1978, V.A.
Yakubovich published 45 articles in the field of artificial
intelligence, adaptive and learning systems and pattern
recognition. In total, during this period, he published
105 articles. This means that almost half of them were
devoted to the issues of machine learning and artificial
intelligence, adaptive systems, learning and recognition
algorithms. Thus, in those years artificial intelligence
and adaptation occupied an essential place in the work
of V.A. Yakubovich. It should be noted that in recent
decades pattern recognition and learning have played a
central role in the field of artificial intelligence. Some
time ago, this was not the case, and many works of
this orientation were considered related to cybernetics
as a broader field. The list of the main works of V.A.
Yakubovich on machine learning, recognition, adaptive
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systems and robots is as follows [Yakubovich, 1963;
Yakubovich, 2021; Yakubovich, 1965; Yakubovich,
1966; Yakubovich, 1968; Yakubovich, 1968; Gelig
and Yakubovich, 1968; Yakubovich, 1968; Yakubovich,
1970; Penev and Yakubovich, 1971; Yakubovich and
Timofeev, 1971; Timofeev, Kharichev, Shmidt and
Yakubovich 1971; Gusev, Timofeev and Yakubovich,
1977].

We will comment on the nature of V.A. Yakubovich’s
results by the example of his article "Machines learning

to recognize images” [ Yakubovich, 1963].
This article was essentially the first on machine learn-

ing in the Soviet Union. Even in the world, this article
was one of the first. A similar article by V.N.Vapnik with
an identical title was published ten years later [Vapnik ,
1973]. And in Leningrad, the article [ Yakubovich, 1963]
was indeed the first article on this topic.

Let’s briefly consider the problem of pattern recogni-
tion from this article using the example of face recogni-
tion. Suppose there are two samples, male and female
faces, and it is necessary to learn how to distinguish fe-
male faces from male ones. In other words, to learn how
to respond to the presented new image: is it a male or a
female face.

Most approaches to solving the problem begin with
digitizing images: numerical features are introduced:
x=(x1, T2, ..., Ty), coordinates of objects are calcu-
lated: Xp=(zk1,Zr2,-., Tkm), & = 1,..., N, and the
function y(z) is defined specifying the class number,
y(x) = —1-M,y(z) = +1-F.

Usually, signs are introduced so that the problem is
translated into a Euclidean space with a Euclidean met-
ric, in which two sets with corresponding coordinates
need to be separated. How to separate them? The first
thing that comes to mind is to divide by a plane.

Figure 5.

Left —male faces, right — female faces

A hyperplane (w,z) +d = 0,w = (w1, Ws, ..., Wy, )
will be called separating two finite sets if all points of one
set are on one side of the hyperplane, and all points of the
other set are on the other one. Sometimes two sets can-
not be separated by a hyperplane in a multidimensional
space. In the case, when the separating hyperplane exists
it is often desirable to find the separating plane optimal in
some sense. It is possible to generalize the problem, and
seek for separating linear combination of given nonlinear
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Figure 6. Separating hyperplane

functions with adjustable weights. To find algorithms for
adjusting the coefficients of the separating hyperplane is
the task that needs to be solved. During the learning
stage, the pictures each of which is a point in a mul-
tidimensional space, are shown to the machine sequen-
tially, And the machine must build a separating plane
according to the points presented to it. The main result
of the article is an algorithm for constructing a separat-
ing hyperplane, as well as the conditions under which
this algorithm gives a solution. Moreover, the solvability
conditions of the problem are given in terms of probabil-
ity distributions of points over given sets, assuming that
these sets are separable by a hyperplane. Under certain
assumptions about the distributions of these points over
the sets, it is shown that the proposed algorithm allows
one to construct a separating hyperplane with probability
one. For formulation of the corresponding theorem see
Fig.7.

V.A Yakubovich, VESTNIK ST. PETERSBURG UNI-
VERSITY, MATHEMATICS Vol. 54, No. 4, 2021.

Theorem 1. Let S, and S, be disjoint compact convex bodies in Hilbert or Euclidean space X
Suppose that elements x,. X, ..., X,, are randomly and independently selected from set S, and efements x;',
Xy, ..., X — from set Sy. Suppose that, whatever interior point x' € S, may be and whatever its neighborhood
entirely contained in S, neighborhood may be, the probability that point x, will be selected in this neighborhood
does not depend on j and > 0. Suppose also that the same statement is Irue for set S,.

Let

minlx, - x| = | = %] 33

and P, ,, represent the probability of satisfaction of relation (3.1) for
| X+X . & n
Wx) =| x—=- o= | (3.6)
| 2
Then, P, ,, — | at min(my, my) — +o<

This theorem demonstrates that a perceptron with a single S-unit will separate sets S, and S, if: 1) 5,
and 5, are convex bodies, 2) A-unit weights are set according to the relations

o =—Lixl + XL x - a0,
2

N 3.7)

Zu,u, =X -x

and 3) the training sequence is sufficiently large. Relations (3.5) and (3.7) define the basic learning algo-
rithm.

Figure 7. Formulation of the Yakubovich’s theorem

Fig.8 shows how the process of constructing a sepa-
rating hyperplane takes place. Each time we project the
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vector of weights of the hyperplane to a new set where
there is a solution. These sets are convex, which makes
it possible to find a solution in a finite number of steps.
Additionally, theorems on the convexity of some spe-
cific classes of sets, on the separation of convex hulls
of sets, and a theorem on the separation of several even
non-convex sets are given in the paper.

Figure 8. Geometry of Yakubovich’s algorithm

(w.) +d < 0,]| XX || = min X, X |

X; € A, X; €B.
w=X-X,,d=—-05X.+X,, X.-X.).

The results obtained were applied to practical tasks in
the field of criminology: the problem of handwriting
recognition was considered [Kozinets, Lantsman, and
Yakubovich, 1966]. To solve it, signatures of different
people are encoded using dots affixed to them in char-
acteristic places. Accounting for errors, if they are con-
tained in the triangles shown in the figure, when writing
numbers or letters, they turn out to form convex sets. The
coordinates of these points, taking into account this un-
certainty, allow us to justify the proposed algorithm for
solving this particular problem.

Figure 9. Handwriting pattern recognition

Now about other approaches for solving the problem
of separating sets. This well-known problem of com-
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Figure 10. Geometry of Kozinets’s algorithm

putational mathematics has been used in machine learn-
ing since the 1960s. Let us mention the result of B.N.
Kozinets, a coworker of V.A. Yakubovich on the optimal
algorithm for separating convex sets [Kozinets, 1964].

Regardless of this, the group of V.F. Demyanov and
V.N. Malozemov at LGU was engaged in similar tasks
and received another fairly well-known algorithm called
MDM [Mitchel, Dem’yanov and Malozemov, 1971;
Mitchel, Dem’yanov and Malozemov, 1974; Maloze-
mov, 2012].

But most of all, the algorithm proposed in Moscow
in 1963-1964 by V.N.Vapnik became known, which
gave rise to a whole method — the Support Vector Ma-
chine method (SVM). This method has become incred-
ibly popular since the 1990s. V.N. Vapnik, a Russian-
born scientist living in the USA, now has a citation
index exceeding 250,000 [Vapnik and Chervonenkis,
1964]. Thus, the problem was solved for the first
time by Moscow scientists and in Leningrad by V.A.
Yakubovich’s group. V.A.Yakubovich was also inter-
ested in other tasks: the task of adaptive control, adap-
tive robots. It was V.A.Yakubovich who first introduced
the term “robot” into the scientific literature. This term
first appeared in 1968 in an article in the Reports of the
USSR Academy of Sciences. The task was set: to build
a smart (reasonable) robot. Precise definitions are given
of what a robot is, what is reasonable, and an algorithm
is built controlling the robot. Theorems are proved that
say that a robot is built that is reasonable in a given class
of conditions.

Thus, V.A.Yakubovich formulated and proved the first
theorem of mathematical robotics: when certain condi-
tions are met, the simplest robot is reasonable in a given
class of tasks. Similar theorems are obtained for differ-
ent classes of robots. These tasks were quite simple, styl-
ized. But that was the beginning. These were the first
robotics theorems.

Further, more complex tasks were considered, the
work became more complicated. The robot “hawk” can
represent a stylized flight of some kind of aircraft. The
tasks of the robot “cyclist” and others were considered.

Let us now illustrate the method of recurrent objective
inequalities (ROI) proposed by V.A. Yakubovich in the
article [Yakubovich, 1966], which formed the basis for
solving many problems of pattern recognition, adapta-
tion, control, design of robots, etc. Return to the prob-
lem of face recognition and consider the space of hyper-

planes The geometry of YAVA algorithm [Yakubovich,
1966] is presented in Fig.13. It projects the current vec-
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tor of weights wk onto a new hyperplane corresponding
to the newly shown image.

One of the most famous algorithms of the Yakubovich
method is ”Stripe”. The problem is to find a solution of
the infinite system of inequalities:

One of the most famous algorithms of the Yakubovich
method is Stripe”. The problem is to find a solution of
the infinite system of inequalities:

Similar tasks were solved in those years almost simul-
taneously in Moscow and Leningrad. The well-known
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CYBERNETICS AND CONTROL THEORY

THEORY OF ADAPTIVE SYSTEMS
V. A. Yakubovich

Zhdanov Stwte University, Loningrad

(Prescated by Academician V, I. Smirnov, October 25, 1967)
Tranalated from Doklady Akademil Nack S8SSR, Vol. 182, No. 3,
pp. 518-521, Soptomber, 1968

Original article submitted Octobor 18, 1967

In accordance with the generally accepted ter-
minology a system whose law of functioning varies
depending on the experienze it gains wiil be called
by us an adaptive system. The information as re-
gards the "ailure” or "success” of its behavior in
speclfied circumstances is in some way communi-
cated to the system. The definition of the charac-
teristics of the medium and of the system and also
possibly of the goal are not known to the designer
and could be arbitrary within some class M. We
shall call a system rational in the class R, if for
any goal and any characteristics of this class there
occurs an instant such that subsequently the goal 1s
always attalned, When designing a system we shall
introduce an exact and formalized statement of the
simplest version of the problem of constructing, for a
givenclass M, asystem which is rational inthis class
("a simple robot"), and also a solution of this exactly
formulated problem, provided that 2 number of assump-
tions have been satisfied. The results are illustrated
by two mathematical models of simple systems which
are rational inthe previously described very conven-
tional sense. (For other formulations and solutions of
the design problem of adaptive system see [1]).

2. "Grasshopper' robot (G). Ex-
ternal coordinates of G are x = llz, ¢ll, where z is
2 complex number (| z | = L) which specifies the
Cartesian coordinates of G, and the "direction™
angle ¢, 0 = ¢ = 27, determines the orientation of G.
The medium s is identified with the complex num-
per s (the goal coordinate), |s | = L. The number
L is the changeable parameter, A system with the
center at the point z rotated by the angle ¢ is called
a coordinate system of G. G sees the reference
-point at the origin of the fixed coordinate system
and also the goal. To put it more exactly, the fol-
3. "Eye-arm robot' (EA). The ex~-
ternal coordinates of EA are two complex numbers
z and z! which satisfy the relations |z | = I,
|zt —z| = 1" where I > 0, ' > 0 are changeable pa-
rameters. (The vector z is the "upper arm," vector

Theorem 1, If the assumptions (I)-
(IV) are satisfied, the brain equations
can be constructed in such a way that
the simple robot thus obtained be-~
comes rational in the class of prob-
lems M,

Proof. Letk=1and a=[y"[l_, . We se-
lect p > 0 such that e =e¥ +p(|y!|+..4{yq|)<
€. Using (IV) we obtain that there exists a number

Figure 11. First theorem of robotics
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CYBERNETICS AND CONTROL THEORY

ADAPTIVE SYSTEMS WITH MULTISTEP
GOAL CONDITIONS

V. A. Yakubovich

A. A, Zhdanov Leaingrad State University

(Presented by Academiolan L. 8. Poatryagin, April 8, 1966)
Translated from Doklady Akademil Nack SSSR, Vol. 183, No. 2,
Pp. 308-308, November, 1968

Original article submitted April 2, 1968

2. The "hawk" robot (Ha). The target
and Ha are deseribed by points in & rectangle D on a
plane; these points move simultaneously at the in-
gtant t =0, 1,... . The velocities of thelr motion are
restricted by the quantities v¢ and vige. The task
of the target is to fly through a "dangerous® zone D
and the problem of Ha is to catch the target (i.e.,
to arrive in the & neighborhood of that point at whicl
the target will be at the next Instant). The target
responds to Ha (i.e., the movement of the target
depends on the mutual positions of the target and
Ha). The law governing the motion of the target
(this law is determined by the values of the varied
parameters) Is unknown to Ha and Ha must find it
during the result process by "studying" the response
of the target. (More precisely, the brain of Ha must
find the necessary controls as functions of the sen-
sors.) We shall proceed to a more precise pre-
sentation.

3. The "bicyclist" robot (B),? As-
sume X Is the angle between the plane of the bicycle
frame and the vertical plane; § is the angle of rota-
tlon of the steering mechanism, For a number of
assumptions and after replacing the derivatives with
difference relationships, the equations of motion of
the bieycle (2, 3] are written in the following form:
) X+ = EXt— EXt-r * Ea¥t + @ti D) ¥t= —y xe—
Y3Xt-1. Here gt ls an unknown external input;
| @t | = &; £ are varisble parameters that depend
on the velooity, the design parameters, and At;
0< gy = *, where wj are known. Assume that in
the beginning the bicycle Is stood up vértically (i.e.,
the values £o, £, | Egl< 6, [£4] < 6 are spe-
eified In a quasirandom mmer) and then is moved

Figure 12.  Advanced robots

scientist Ya.Z. Tsypkin from the Institute of Control
Problems of the USSR Academy of Sciences, in his book
[Zypkin, 1968] managed to systematize the results ob-
tained based on the approach of minimizing empirical
risk and using the stochastic approximation method and
show that different methods differ only in the choice of
some target functionals, which actually leads to algo-
rithms of the same class.

These algorithms can be considered as a generaliza-
tion of the Rosenblatt perceptron, although they were
obtained from completely different considerations and

Figure 13.

Geometry of YAVA algorithm
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different mathematical results were behind these al-
gorithms. In particular, it was discovered and pre-
sented. the analogy between the algorithms of Aizer-
man, Braverman, Rozonoer, Yakubovich, Vapnik and
colleagues, the main ones are presented in the tables in
the Tsypkin’s book. It is very interesting and impor-
tant that adaptation and training in those years were very
close, there was practically no difference between them.
The same algorithms were proposed to be used in recog-
nition, identification, control, evaluation, filtering, and a
variety of other cybernetic tasks.

The conviction was growing that the people who were
engaged in these algorithms were also engaged in the
creation of intelligent systems. However, other special-
ists worked with other methods and there was still some
separation of those who were engaged in artificial intel-
ligence and cybernetics. Although the tasks were often
very close. It has become especially clear in recent years
that the tasks are close and the methods of solving them
may be the same.

The results obtained in those years were exposed
in monographs published by V.A. Yakubovich and his
coworkers in the USSR [Fomin, 1976; Timofeev, 1978;
Fomin, Fradkov and Yakubovich, 1981; Gelig, 1982;
Granovskaya, 1991].

In 1996 V.A. Yakubovich was awarded with IEEE
Control Systems Award - the main annual prize for con-
trol systems of the IEEE (Institute of Electrical and Elec-
tronics Engineers) and the medal “for pioneering and
fundamental achievements in the theory of stability and
optimal control”. There was a very big conference in
Japan (CDC’96), where the award was presented and
Vladimir Yakubovich made a speech. It is worth men-
tioning that nothing was said in the award citation about
cybernetics, adaptive systems, artificial intelligence. In-
deed, V.A. Yakubovich had outstanding achievements in
the field of optimal control. But the value of his works
on cybernetics and artificial intelligence is still a little
underestimated.

One must say about the significance of the works that
were briefly listed. There are actually a lot of them and
one can talk about them for a long time. But from the
point of view of history, it is important what role they

Yakubovich’s method of recurrent goal inequalities
Problem: find solution of the infinite system of
inequalities:

[{ak,0) + b| <e, k=1,2,..., (1)
where a;,0 € R, bi,e € R, ¢ > 0. The task is to find
such a vector # that inequalities (1) are satisfied for all k&
starting from certain index. We will be seeking required 6
using iterative procedure. The “Stripe” algorithm is given
using the algorithm below (Yakubovich (1966)).

Assume that we have an initial guess ¢,. Introduce nota-

tion 7y = [(ay, 0x) + bi|. Then for each k =1,2,... obtain
the next 6, using procedure below:
O, if |mi| < e,
= Mk L 2
Ok+1 O — ank. if |mi| > €. 2
llax|?

Figure 14. “Stripe” algorithm.
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1960s: First spring of Al and Machine Learning (3)
Ya.Z. Tsypkin, Adaptation and
Learning in Automatic Systems
Academic Press, 1971

(In Russian — Nauka, 1968)

1. Problem of Optimality

2. Algorithmic Optimiz-n Metods
3. Adaptation and Learning

4. Pattern Recognition

5. Identification

6. Filtering

7. Control

8. Reliability

9. Operations Research

10. Games and Automata "

. s
Figure 15. Tsypkin’s 1968 book contents
Table 4.1
TYPICAL ALGORITHMS OF TRAINING z
Number Functional Algorithms Comments Authors
IO~ MiGssny ] ln 1] +lnlsign str] Aizerman, Braverman,
— sEn T BLONTH —sign e’ln— 1] Rozonoer, Yakubovich
< GOEDIPixIr])
2 J(e) = M{ly - ")} eln] = cln — 11 4 ylnl sign ({n) Aizerman, Braverman,
- s Rozonoer
XDl
3O = Mil— Te0r) dnl=eln— 114 ylrlotn] Loptimality according to Aizerman, Braverman,
—¢"n—1) Yakubovich Rozonoer, Yakubovich
* DS H
el = cln— 114 Tpal(o1n] _(Uif e Blaydon, Ho g
~ e 1 Y7o it x4 =
*Uxlb(xir)) T =D — 1) — T H
4 U= MIRDE) el = cln— 1] +IRDGIA)  R(D(X))is an operator of a E;
RSN CR@n 11> ()] random experiment with  Aizerman, Braverman, 5
i) two outcomes: + 1 with Rozonoer
probability D(x), and ~ 1
with probability 1 — D(x)
Z % P - ok det) Fi(g)=z—lz|, Vapnik, Lemer,
s ety
§ Ta=pPl-vk &~ YOG —TOry Fio)y =izl -z Chervonenkis

X Bl — Tk,
a=i=n
%—:’—) =p(OFk - INKY)
* Falk = Tk,
U+1<j<N)

3 R
=8

Figure 16. Table of algorithms

play in today’s development of cybernetics and artifi-
cial intelligence. The authors’ opinion is that there are
three main achievements that affect the current state of
the science. First of all, these are mathematical state-
ments of problems in the theory of learning and adaptive
systems. They are already being used and have become
so accustomed to our research that we often do not re-
fer to the works of Yakubovich, in which these produc-
tions appeared for the first time. The second direction
is the method of solving Recurrent Objective Inequal-
ities (ROI), based on the reduction of the initial prob-
lem to solving ROI. This method is less known but it
has great application potential since it has now become
clear that learning and adaptive systems, are very close
areas in the booming field of artificial intelligence. The

Figure 17. CDC-96, Kobe, Japan,1996. Vladimir with colleagues.

third area, which was even less fortunate, is adaptive
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suboptimal control. We will indicate the first two ar-
ticles on this topic [Yakubovich, 1976; Bondarko and
Yakubovich, 1982]. Even before the appearance of these
articles, adaptive optimal control was studied in different
cities in the Soviet Union and abroad, too. But if we are
talking about mathematical achievements, then, perhaps,
these two articles by Yakubovich should be considered
fundamental ones.

They should be highlighted because they have antici-
pated an important current area of reinforcement learn-
ing which is very active and popular in recent decades.
Let us explain this in more detail. Now in the field of
machine learning, reinforcement learning is an impor-
tant direction. It is also used by those who are engaged
in artificial intelligence and machine learning that are
not related to control tasks, In recent years its connec-
tion with control tasks has been discovered. Here are
several fundamental works at the intersection of con-
trol theory and the theory of learning systems. They
have been published in reputable international publica-
tions and have several hundred citations over the past
ten years [Lewis and Vrabie, 2009; Lewis, Vrabie and
Vamvoudakis, 2012; Sutton, Barto and Williams, 1992;
Yang, Liu and Wang, 2014; Recht, 2019]. The num-
ber of papers which use the methods of “reinforcement
learning” exceeds a thousand. The meaning of this ac-
tivity is that a very close connection has been established
and the task of adaptive optimal control can be solved
using reinforcement learning methods. Adaptive opti-
mal control occurs when you want to achieve optimality
with unknown parameters of unknown models, maybe
of the control system too. It is important that the meth-
ods developed by Yakubovich still in the 1970s can be
applied here. It is interesting that rigorous proof of the
reinforcement learning and adaptive dynamic program-
ming in onlinear case was obtained only recently [Bian
and Jiang, 2021].

5 Bregman’s method: search of intersection of con-
vex sets

Another powerful method was proposed in 1964 in
LGU by young mathematician Lev Bregman (he was

Figure 18. CDC-96, Kobe, Japan,1996 (IEEE Control System Award

Ceremony)
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23 years old in 1964). Bregman proposed a recurrent
algorithm for finding a point in the intersection of the
finite number of convex sets in a Hilbert space. The
problem was motivated by an application problem of
city planning that had nothing to do with learning. The
Bregman’s method consisted in evaluation of consecu-
tive projections onto the nearest point of the set taken in
the cyclic order (Fig.18). Weak convergence of the pro-
jections to the intersection of all sets was proved in the
paper cite46 (the paper was recommended to publication
by Leonid Kantorovich, future Nobel prize winner). It is
interesting that Yakubovich’s method ROl is also appli-
cable to this problem.

/)
W, >

Figure 19. Bregman’s projection algorithm

In his next paper [Bregman, 1966] Bregman proposed
a useful functional transformation. Let f(z) be a strictly
convex twice differentiable function, x € R". Let
D(z,y) = f(x) — f(y) — (gradf(y),x — y), where
gradf (z) is the gradient of the function f(z). Function
D(z,y) turns out to be convenient to use for the con-
vergence proofs as the Lyapunov function candidate. It
was later called Bregman divergence. In the paper cite48
Bregman extended his previous results to present an el-
egant framework for convex optimization. It was later
widely used for machine learning, clusterization, image
deblurring, image segmentation, data reconstruction, etc.

The terms Bregman divergence and Bregman method
are now widely used: the number of the papers in the
journals indexed in Scopus that have those terms (and re-
lated terms Bregman projection, Bregman iteration, etc.
in the paper titles exceeds 900 in October, 2022. As for
the paper [Bregman, 1967] itself it has more than 1500
citations in Scopus. It is interesting that in the paper
by [Gubin, Polyak, and Raik, 1967] a similar problem
was studied and a number of results on strong conver-
gence and convergence rate in Hilbert space were ob-
tained without use of Bregman divergence. Also algo-
rithms with incomplete relaxation were proposed and
convergence in a finite number of steps was established

as well as some applications to Chebyshev approxima-
tion and optimal control. The results of the paper by [Gu-
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bin, Polyak, and Raik, 1967] are also used by many au-
thors in machine learning and related areas of optimiza-
tion: it has more then 500 citations in Scopus. It is good
to know that a number of ideas and algorithms proposed
by B.T.Polyak are demanded in machine learning cur-
rently. One can mention optimization algorithms with
accelerated convergence: ‘heavy ball’ method [Polyak ,
1964], accelerated stochastic approximation [Polyak and
Juditsky, 1992], etc.

DU(x y)=Uln - Uy) — (VU(y), x = ¥)

U(x)

—

X0 X1 X

Figure 20. Bregman’s divergence

6 Looking into the future

Trying to look into the future, we note an important
trend. In recent years, cybernetics, which was not very
popular at the turn of the eighties, nineties and even at
the beginning of this century, has given way to a fash-
ionable place at the head of these sciences in the public
world view to computer science. Computer science has
become the leading, the main term in our field. And now
artificial intelligence has eclipsed everything else. But at
the same time, it is noted in a number of publications that
cybernetics has not completely disappeared, but it is re-
turning. The term “return of cybernetics” in the preface
to the special issue of the new journal on machine intel-
ligence, which is dedicated to the human-machine inter-
face [Editorial, 2019]. The brain-computer interface, the
human-machine interface is the area of cybernetics that
is now gaining momentum. Cybernetic methods can also
be applied here, including those discussed. It is impor-
tant that such an integration is observed, cybernetics and
artificial intelligence do not diverge, do not overshadow
each other, although the number of publications on arti-
ficial intelligence is orders of magnitude greater than in
the conventional areas of cybernetics. As a result, the
term cybernetics became less known than artificial intel-
ligence, but there is currently a revival of interest in and
appreciation for Wiener’s ideas, together with a renewed
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focus on augmentation of human abilities. Meanwhile,
the development of brain—machine or neural interfaces
has made substantial progress in the medical sciences
since the 1970s, and the synergy with artificial intelli-
gence research this past decade is bringing the different
strands of research together.

Experts in the field of control science and in the field
of artificial intelligence are interested in interaction. On
this topic of interaction between control and training, ar-
tificial intelligence, several seminars are currently being
held in the world, in which well-known scientists partic-
ipate. And this is the direction in the future that seems to
be developing very actively.
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