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Abstract
In this article, we develop a modified version of

the graphical Hopf bifurcation theorem for capturing
smooth oscillations of delay differential equations with
distributed delays. Our approach relies on a simple in-
terpretation of the effect of the distributed delay based
on the Laplace transform. The theoretical results are
illustrated with an example of neural networks.
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1 Introduction
Delay-differential equations (DDEs) often arise when

modeling systems in biology, control, physics, and
other research areas. Particularly, distributed delays
have been widely used in biological issues, for exam-
ple, in the cellular spread of diseases [Culshaw, Ruan
and Webb, 2003], prey-predator systems [Ruan, 2006],
epidemic models [Arino and van der Driessche, 2006],
etc. In such systems, distributed delay leads to more ac-
curate models than discrete (constant) delays, because
the former can describe uncertainties in the delay value,
memory effects, modification of the delay due to un-
modeled factors, etc.
DDEs with distributed delays are given by integro-
differential equations, which are a bit difficult to deal
with. In most cases, a set of equations equivalent to
the original model is attained. That set may involve or-
dinary differential equations (ODEs) as well as DDEs
with discrete delays. Unfortunately, this procedure de-
pends strongly on the characteristics of the delay distri-
bution (see, for example [Rasmussen, Wake and Don-
aldson, 2003; Liao, Li and Chen, 2004]).
Among the most sophisticated theoretical results about
stability of DDEs with distributed delays are [Ander-
son, 1992; Bernard, Bélair and Mackey, 2001; Crauste,

2010], but those only refer to scalar equations. Also,
the numerical results in [Atay, 2003] give important in-
sights about the effect of the spread of the delay distri-
bution on the dynamics of coupled oscillators.
In this article, we propose a modified version of the
method based on the graphical Hopf bifurcation theo-
rem (GHBT for short) [Mees and Chua, 1979; Moiola
and Chen, 1996] for analyzing bifurcations in DDEs
with distributed delays. Our current approach is a gen-
eralization of the results presented in [Gentile, Moiola
and Paolini, 2012], in which DDEs with constant de-
lays were considered. In DDEs with distributed de-
lays, the influence of the past history is determined by
a function called kernel or distribution. The develop-
ment of our approach does not depend on the particular
shape of that function, and we only require less restric-
tive conditions from it. Moreover, our setting shows
that the effect of the delay distribution can be described
simply by using properties of the Laplace transform.
We conclude with an example of coupled neurons, for
which several bifurcation diagrams are found using the
proposed methodology.

2 Preliminaries
In this section we briefly outline the GHBT method

for systems described by ODEs. A detailed presenta-
tion of this technique can be found in [Mees and Chua,
1979; Moiola and Chen, 1996]. Let us consider the
autonomous system

ẋ(t) = f [x(t);µ] , (1)

where x(t) ∈ Rn, µ ∈ R is a parameter, f : Rn ×
R → Rn is a smooth (at least C4) nonlinear function
and ẋ(t) , d

dtx(t). By choosing adequate matrices
A ∈ Rn×n, B ∈ Rn×p, C ∈ Rm×n, Eq. (1) can be
recast as



Figure 1. (a): Block representation of system (2); (b): Linearized
feedback loop.

{
ẋ(t) = Ax(t) +Bg [y(t);µ] ,
y(t) = −Cx(t),

(2)

where g : Rm × R → Rp and y(t) is the output of
the standard state-space approach. Then, by applying
the Laplace transform to the system above (with zero
initial condition), we have

L{x(t)} = (sIn −A)−1BL{g [y(t);µ]},
L{y(t)} = −CL{x(t)} = −G(s;µ)L{g [y(t);µ]},

(3)
where In denotes the n × n identity matrix, s ∈ C
and G(s;µ) , C(sIn − A)−1B is a transfer function
representing the linear part of (2)1. System (2) can be
represented as shown in Fig. 1(a), in which d(t) = 0
denotes that the system is autonomous. Let us suppose
the existence of at least one equilibrium point x̂ of (1).
The corresponding equilibrium ŷ of the feedback sys-
tem (2) is given by ŷ = −Cx̂. By computing the Jaco-
bian matrix

J(µ) =
∂g(y;µ)

∂y

∣∣∣∣
y=ŷ

,

we obtain the linearized loop shown in Fig. 1(b).
With the aim of detecting bifurcations in the nonlinear
system (1), it is useful to consider the following result,
developed in [Mees and Chua, 1979].

Lemma 1 If an eigenvalue of the matrix of lin-
earization of system (1) around x̂, assumes a purely
imaginary value iω0 at a particular value µ = µ0, then
an eigenvalue of the constant matrix G(iω0;µ0)J(µ0)
must assume the value −1 + i0 at µ = µ0. �

The eigenvalues λk, k = 1, ...,m of G(s;µ)J(µ) are
the roots of the characteristic polynomial

h(λ, s;µ) := det(λIm −GJ)
= λm+am−1(s;µ)λm−1+. . .+a0(s;µ),

(4)
where aj(s;µ), j = 0, ...,m− 1 are rational functions
in the variable s [MacFarlane and Postlethwaite, 1977].
The equation h(λ, s;µ) = 0 is called characteristic
equation in the frequency domain. Let us suppose that

1By using the notation G(s;µ) we emphasize the usual depen-
dence of matrices A,B and C on the parameter µ.

the equilibrium of (2) is stable for µ < µ0 and unstable
for µ > µ0, and that, for µ = µ0, there is a simple root
λ̂(s;µ) of h(λ, s;µ) = 0 that takes the value −1 + i0
for a given s = iω0. Hence, µ = µ0 is a bifurcation
point in the parameter space. If ω0 6= 0 (ω0 = 0) the bi-
furcation is called dynamic or Hopf (static). Let us fo-
calize on Hopf bifurcations, which are responsible for
the appearance of smooth oscillations. If we consider
the geometrical locus of λ̂(iω;µ), it can be viewed as a
Nyquist curve in the complex plane, parameterized on
the variable ω, which describes a different contour for
each fixed value of µ. Particularly, by picking µ = µ0,
this curve crosses the point −1 + i0 at ω = ω0. Now,
let us consider the auxiliary complex number

ξ(ω;µ) = −wTG(iω;µ)p(ω;µ)/
[
wTv

]
, (5)

where p(·) is a vectorial quantity depending on the
high-order derivatives of g [y(t);µ] and will be defined
later, and v,w are the right and left eigenvectors of
G(iω;µ)J(µ) associated to λ̂(iω;µ). Now, let µ vary
slightly from µ0, and consider the following theorem
given in [Mees and Chua, 1979; Moiola and Chen,
1996], which is briefly stated as follows:

Theorem 1 (Graphical Hopf Bifurcation Theorem)
Suppose that when ω varies, ξ(ω;µ) 6= 0, and that the
half line starting from−1+i0 and pointing to the direc-
tion of ξ(ω;µ) 2, first intersects the locus of λ̂(iω;µ) at
the point

P = λ̂(iω̃;µ) = −1 + ξ(ω̃;µ)θ2, (6)

where θ = θ(µ̃) ≥ 0. Suppose, furthermore, that
the above intersection is transversal, i.e., λ̂(iω̃;µ) and
ξ(ω̃;µ) are not parallel. Then:

1. The nonlinear system (1) has an isolated periodic
solution centered at x̂.

2. If the total number of anticlockwise encirclements
of the point P + δξ(ω̃;µ), for a small enough δ, is
equal to the number of poles of λ̂(s;µ) with posi-
tive real parts, then the limit cycle is stable. �

It is worth mentioning that θ is a measure of the ampli-
tude and ω̃ is the approximate frequency of the periodic
solution. If the hypotheses of Theorem 1 are fulfilled,
that solution can be described accurately enough by the
second-order Fourier expansion

y(t) ' ŷ + <

{
2∑
k=0

Ykeikω̃t
}
, (7)

where coefficients Yk are given below and <(·) means
the real part. Vector p(·) in (5) represents the com-
ponent of fundamental frequency of g [y(t);µ] and is
given by

2By considering ξ as a vector in the complex plane.



p(ω0;µ) = (D2g)v ⊗ v02 + 1
2 (D2g)v̄ ⊗ v22

+ 1
8 (D3g)v ⊗ v ⊗ v̄,

(8)

where ⊗ denotes the tensor product operator and

(Djg) ,
∂gj(y;µ)

∂yj

∣∣∣∣
y=ŷ

∈ Rp×m
j

.

Tensors v02 and v22 represent the normalized zero
and second harmonic components, respectively, of y(t)
in (7), and are computed as

v02 = − 1
4H(0;µ)(D2g)v ⊗ v̄,

v22 = − 1
4H(i2ω;µ)(D2g)v ⊗ v.

(9)

where H(s;µ) , (I + G(s;µ)J(µ))−1G(s;µ) is
called the closed-loop transfer function. By using (9)
together with θ(µ) and ω̃(µ) obtained from (6), we find
the Yk coefficients in (7) as

Y0 = θ(µ)2v02, Y1 = θ(µ)v, Y2 = θ(µ)2v22,
(10)

and finally we approximate the periodic solution
from (7). Also, the stability of this periodic orbit can be
determined algebraically via the curvature coefficient,
which is given by

σ0 = <
{
ξ(ω0;µ)wTv/

[
wTG′(iω0;µ)J(µ)v

]}
,

(11)
where G′(iω;µ) := ∂G(s;µ)/∂s|s=iω . Then, if σ0 is
negative (positive), the Hopf bifurcation is supercriti-
cal (subcritical); if ŷ loses its stability at bifurcation,
then a stable (unstable) periodic solution exists when
the equilibrium is unstable (stable).

3 Alternative formulation for DDEs with dis-
tributed delays

The general form of a DDE with distributed delay can
be stated as follows

ẋ(t) = f

x(t),

t∫
−∞

x(u)k(t− u)du;µ

 , (12)

where x ∈ Rn, µ ∈ R is the bifurcation parameter,
f : Rn × Rn × R → Rn in a smooth nonlinear func-
tional and k(·) is the (scalar) kernel function. Equations
as (12) have been studied by many authors, mostly
in biological applications (see, for example [Culshaw,
Ruan and Webb, 2003; Ruan, 2006]). In order to
deal with integro-differential equations like (12), the
most common approach is to find an equivalent sys-
tem, given by a set of ODEs o DDEs (avoiding the ex-
plicitness of integral terms). But this trick has an im-
portant disadvantage: the number of additional equa-
tions that must be introduced and their kind (ODEs or

Figure 2. (a) Block representation of system (13). (b) Equivalent
system with the extended matrixG∗(s;µ).

DDEs) depend strongly on the particular shape of the
kernel (see, for example [Culshaw, Ruan and Webb,
2003; Rasmussen, Wake and Donaldson, 2003; Liao,
Li and Chen, 2004]).

In this work, we propose a modified version of the
algorithm given in Section 1 for studying Hopf bifur-
cations in equations like (12). Choosing adequate ma-
trices A ∈ Rn×n, B ∈ Rn×p and C ∈ Rm×n, Eq. (12)
can be recast as the feedback system{

ẋ(t) = Ax(t) +Bg [y(t),yk(t);µ] ,
y(t) = −Cx(t),

(13)

where yk(t) ,
t∫
−∞

y(u)k(t−u)du. Thus, by applying

the Laplace transform as in (3), we have

L{x(t)} = (sIn −A)−1BL{g [y(t),yk(t);µ]},
L{y(t)} = −G(s;µ)L{g [y(t),yk(t);µ]},

(14)
where G(s;µ) = C(sIn −A)−1B. From the convolu-
tion property, for the “retarded” quantities, we have

L{xk(t)} = L{x(t)}K(s),

L{yk(t)} = −CL{xk(t)} = −CL{x(t)}K(s)
(15)

where K(s) , L{k(t)}. System (13) is represented
in Fig. 2(a). Notice that both y(t) and yk(t) act as
inputs of the nonlinear block g [ · ]. In order to apply
the GHBT, we would like to find an equivalent block
representation consisting of a single linear system with
a nonlinear feedback as the configuration shown in
Fig. 1(a). This objective can be achieved by defining
an extended matrix

G∗(s;µ) ,

(
G(s;µ)

G(s;µ)K(s)

)
∈ R2m×p, (16)

thus absorbing the delay block into the forward path as
shown in Fig. 2(b), where y∗(t) denotes the “extended”
output

y∗(t) ,

(
y(t)
yk(t)

)
∈ R2m. (17)



Moreover, the methodology of Section 1 can be applied
without further modifications. When linearizing, the
Jacobian matrix must be computed as

J∗(µ) =
(
∂g(y,yk;µ)

∂y

∣∣∣ ∂g(y,yk;µ)
∂yk

) ∣∣
y∗=ŷ∗ (18)

All the formulae presented in Section 1 remain valid,
with the obvious dimensional augmentation of matri-
ces and vectors. The rigorous proof of this assertion
is a little more involved than the one given in [Gentile,
Moiola and Paolini, 2012] for systems with constant
delays, but it is quite long to be included here. The
constant delay is obtained by taking k(t) = δ(t − τ)
in (12), where τ > 0 is constant and δ is the Dirac
delta distribution. So, the present results are more gen-
eral than the ones presented in the cited text.

4 Example: Neurons with delayed coupling
The following model has been studied in [Liao, Wong

and Wu, 2001] and it represents a two-neuron system
with distribute delays

{
ẋ1(t) = −x1(t) + a1f [x2(t)− b2x2k(t)] ,
ẋ1(t) = −x2(t) + a2f [x1(t)− b1x1k(t)] ,

xik(t) ,
t∫
−∞

k(t− u)xi(u)du, i = 1, 2,

(19)

where ai, bi ≥ 0. Here, xi(t) represent the mean soma
potential of the neuron, ai denotes the range of the vari-
ables xi, and bi are measures of the inhibitory influence
of the past history. We assume that f(·) is smooth and
verifies f(0) = 0, f ′(0) , f ′ > 0. For the kernel,
we consider a gamma distribution

kpa(u) =
apup−1e−au

(p− 1)!
, u ≥ 0. (20)

In [Liao, Wong and Wu, 2001], the authors used the
so-called weak kernel, obtained from (20) with p = 1.
They studied the Hopf bifurcations arising in Eq. (19)
through the normal form theory.
Here, we begin our analysis without picking a particu-
lar value of p. In order to apply the formulation given
in Section 2, we choose

A =

(
−1 0
0 −1

)
, B = C = I2,

g [y∗(t);µ] =

(
a1f(b2 y2k − y2)
a2f(b1 y1k − y1)

)
,

where yik(t) := −xik(t) and now µ denotes the set of
parameters. For the linear part (see Fig. 2(a)) we have

G∗(s) =

(
G(s)

G(s)K(s)

)
, G(s) =

1

s+ 1
I2.

As f(0) = 0, it follows that (x̂1, x̂2) = (0, 0) is an
equilibrium point of (19), then ŷ∗ = 0. From (18), we
have

J∗(µ) = f ′
(

0 −a1 0 a1b2
−a2 0 a2b1 0

)
,

The characteristic equation h(λ, s;µ) = |λI4 −
G∗(s)J(µ)| = 0 results

h(λ, s;µ) = λ2

(s+1)2

{
λ2(s+ 1)2

−a1a2(f ′)2 [b1K(s)− 1] [b2K(s)− 1]
}

= 0.
(21)

The case b1 = b2 is clearly simpler than the general
case b1 6= b2. Then, we shall study the former first.

4.1 Symmetrical case (b1 = b2)
In this case, we suppose that the past influence is iden-

tical for the two neurons (b1 = b2 = b). From (21), it
is obtained

λ̂(s;µ) = δ
[bK(s)− 1]

s+ 1
,

where δ ,
√
a1a2f

′. For the gamma kernel (20), we
have Kp

a(s) = ap/(s + a)p and the Hopf bifurcation
condition λ̂(iω0;µ) = −1 becomes

apbδ = (δ − 1− iω0)(a+ iω0)p. (22)

Also, picking ω0 = 0 we find the existence of a static
bifurcation for δ = δST := 1/(1− b).

Weak kernel (p = 1)
For the so-called weak kernel, Eq. (22) becomes

abδ = a(δ − 1) + ω2
0 + iω0(δ − 1− a),

which yields the solution

a = δ − 1, ω0 =
√

(δ − 1)[δ(b− 1) + 1].

As ω0 ∈ R, the conditions δ > 1 and δ(b− 1) + 1 > 0
must be fulfilled. In the limit case δ = δST = 1/(1−b),
the critical frequency approaches zero, and the Hopf
bifurcation curve collides with a static (ST) bifurcation
at a Bogdanov-Takens (BT) point. Figure 3 shows the
bifurcation diagram for b = 1/2. In the Hopf curves,
H− indicates that the curvature coefficient computed
from (11) is negative along them. This means that a
stable limit cycle emerges when the equilibrium point
switches from stable to unstable.

Strong kernel (p = 2)
In this case, Eq. (22) results

a2bδ = (δ − 1)(a2 − ω2
0) + 2aω2

0

+iω0[2a(δ − 1) + ω2
0 − a2].



Figure 3. Bifurcation diagrams for system (19) with a gamma ker-
nel and different values of p, with b1 = b2 = 1/2.

Splitting into real and imaginary parts, and then solv-
ing, it is obtained

ω2
0 = a2 − 2a(δ − 1),

abδ = 2(δ − 1− a)2.
(23)

The equation above defines implicitly the Hopf curve
in the (δ, a) parameter space (for fixed values of
b). As before, as the critical frequency ω0 tends to
zero, the Hopf curve approaches the BT point for
δST = 1/(1 − b). Figure 3 shows the bifurcation
diagram, where again we considered b = 1/2.

Gamma kernel with p = 3
By taking p = 3 in (22), we obtain

bδa3 = (δ−1−iω0)
[
a(a2 − 3ω2

0) + iω0(3a2 − ω2
0)
]
,

which can be solved yielding

ω2
0 = a2[3(δ − 1)− a]/ [δ − 1− 3a] ,

ω4
0 + 3a(δ − a− 1)ω2

0 + a3[δ(b− 1)− 1] = 0.
(24)

Replacing the expression of ω0 into the second equa-
tion, the Hopf bifurcation condition can be stated as
F (δ, a) = 0, where F (δ, a) is a polynomial in δ and
a (again, taking fixed values of b). Thus, F (δ, a) = 0
defines implicitly the Hopf curve in the (δ, a) space, as
shown in Fig. 3 for p = 3.

4.2 General case (b1 6= b2)
In the asymmetrical case, from (21) we obtain

λ̂2 =
δ2 [b1K(s)− 1] [b2K(s)− 1]

(s+ 1)2
, (25)

where δ =
√
a1a2f

′ as before. For a complex number
w, let us consider the branch of the square root such
that
√
w =

√
|w|eiθ/2, where θ := Arg {w}, 0 ≤

Arg {w} < 2π. Then, λ̂(s;µ) is expressed as

λ̂(s;µ) =
δ
√
b1K(s)− 1

√
b2K(s)− 1

s+ 1
. (26)

The equation above allows studying not only asymme-
tries in coefficients bi but also asymmetries in the two
kernels. For s = 0 in (26), we obtain the condition for a
static bifurcation as δST = 1√

(b1−1)(b2−1)
. From (25),

the Hopf bifurcation condition can be expressed as

(1 + iω0)2 − δ2 [b1K(iω0)− 1] [b2K(iω0)− 1] = 0,

which for the gamma kernel Kp
a(s) = ap/(s + a)p,

becomes

(1 + iω0)2(a+ iω0)2p − δ2 [b1a
p − (a+ iω0)p]

× [b2a
p − (a+ iω0)p] = 0.

(27)
For example, for the weak kernel, we have

(1+ iω0)2(a+ iω0)2−δ2 [ab∗1 − iω0] [ab∗2 − iω0] = 0,

where b∗1 , b1 − 1 and b∗2 , b2 − 1. Splitting into real
and imaginary parts as before, it is obtained

{
(a2 − ω2

0)(1− ω2
0)− 4aω2

0 − δ2(a2b∗1b
∗
2 − ω2

0) = 0

2
[
a2 − ω2

0 + a(1− ω2
0)
]

+ aδ2(b∗1 + b∗2) = 0.
(28)

From the second equation we have ω2
0 =

a
[
1 + δ2(b∗1 + b∗2)/ [2(a+ 1)]

]
, and replacing into the

first one, we obtain the condition F (δ, a, b∗1, b
∗
2) = 0,

where F (·) is again a polynomial. For example, taking
fixed values of b∗1 and b∗2, we can find the Hopf curve
in the (δ, a) space by solving F (δ, a) = 0. Figure 4
shows several bifurcation diagrams obtained with
b2 = 1/2 and different values of b1. As in the symmet-
rical case, all points along the Hopf curves represent
supercritical bifurcations (σ0 < 0). Figure 5 shows
two Nyquist diagrams and the corresponding ξ vectors
for a stable (up) and unstable (down) equilibrium.
When the equilibrium is unstable, the intersection
between λ̂ and ξ predicts the existence of a stable limit
cycle, which is confirmed via numerical simulation.
In this example, we chose f(u) = tanh(u) in (19).
For this nonlinearity, the auxiliary complex number
computed from (5) results

ξ(iω;µ) =
a1|η1|

√
η1η2(a1|η1| − a2|η2|)

8|K(iω)|2√a1a2(1 + iω)
, (29)

where ηj , bjK(iω)− 1, j = 1, 2.



Figure 4. Bifurcation diagrams for system (19) with weak gamma
kernel for b2 = 1/2 and different values of b1. The shaded region
represents a stable equilibrium point.

Figure 5. Nyquist diagrams and numerical simulations for sys-
tem (19) with weak gamma kernel, with a = 2, b1 = 9/10,
b2 = 1/2 and a1 = a2 = 2.7 (up, stable equilibrium),
a1 = a2 = 2.8 (down, unstable equilibrium).

5 Conclusion

In this work, we presented a new version of the GHBT
which allows the bifurcation analysis of DDEs with
distributed delays. This approach provides a simple
interpretation of the effect of the distributed delay by
taking advantage of the Laplace transform properties.
The theoretical results were illustrated through an ex-
ample of neural networks, for which we have obtained
several bifurcation diagrams for gamma kernels.
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