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Abstract
We consider one of the cybernetic methods in biology

related to the study of DNA chains. Namely, we are con-
sidering the problem of reconstructing the distance ma-
trix for DNA chains. Such a matrix is formed on the
basis of any of the possible algorithms for determining
the distances between DNA chains. The objects of re-
search of these algorithms (for mammals), as a rule, are
one of the following 3 variants: the main histocompati-
bility complex, the mitochondrial DNA, and “the tail” of
the Y chromosome.

In the paper we give an improved algorithm for restor-
ing the distance matrix for DNA chains. Compared to
our previous publications, the following changes have
been made to the algorithm. We abandoned the use of the
branches and bounds method, but at the same time sig-
nificantly improved the greedy auxiliary algorithm used
in it. In this paper, we apply only this greedy algorithm
to the general solution of the distance matrix reconstruc-
tion problem.

As a result of the conducted computational experi-
ments carried out on one of the two considered criteria
for the quality of the algorithms, significant improve-
ments were obtained compared to the results given in
our previous publications. At the same time, the total
running time of the algorithm remained almost the same
as in the previous version.
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1 Introduction
In this paper, we continue to consider one of the cy-

bernetic methods in biology related to the study of DNA
chains. Namely, we are considering one of the impor-
tant tasks of this topic, i.e., the problem of reconstruct-
ing the distance matrix for DNA chains. In this case, the
distance matrix is formed on the basis of any of the pos-
sible algorithms for determining the distances between
DNA chains of monkeys, as well as any specific object
of study.

“Plants, animals and bacteria all contain the essential biological
molecule known as DNA or deoxyribonucleic acid. DNA contains all
the information required to build and maintain living organisms. You
can think of it as nature’s very own top-secret instruction manual . . . ”

“This manual is written in multiple combinations, but limited to just
4 letters: A, T, G and C. Each letter denotes a nitrogenous base: A for
adenine, T for thymine, G for guanine and C for cytosine. Every living
being has a huge supply of these 4 bases, each of which is attached to a
pentose sugar and a phosphate molecule. Together, they are known as
a nucleotide. These nucleotides are arranged in two long coiled strands
like a hair braid.”

“Every single cell which builds up a living organism carries infor-
mation for various functions necessary for the survival of the cell. This
genetic information in each cell is stored in molecules called nucleic
acids. The most stable form of nucleic acids is called deoxyribonu-
cleic acid (DNA). Each of the DNA strands forms helical structures
that are long polymers of millions of linked nucleotides. These nu-
cleotides consist of one of four nitrogen bases, a five-carbon sugar, and
a phosphate group. The nitrogen bases - A (Adenine), T (Thymine), G
(Guanine), C (Cytosine) encodes the genetic information . . . ”
(https://www.scienceabc.com/pure-sciences
and https://whatisdna.net/ )

However let us remark, that the total length of the hu-
man genome exceeds 3 · 109 characters, which is about
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200 000 times longer than mt DNA (see below). This fact
indirectly confirms the need to apply heuristics when
considering DNA algorithms.

It is important to note that currently it is easy to find
only a few similar algorithms on the Internet, [Needle-
man and Wunsch, 1970; Winkler, 1990; van der Loo,
2014] etc. (the authors’ usage of Internet searches give
about 10 similar algorithms only); see also the descrip-
tion of our algorithm in [Melnikov, Pivneva, and Tri-
fonov, 2017] and some of our other papers cited there.

The objects of research of these algorithms (for mam-
mals) are, as a rule, one of the following 3 variants:

• mt DNA, the mitochondrial DNA, inheritance in the
“direct female line”, see [Maloy and Kelly (Eds),
2013; Cibelli et al. (Eds), 2014] etc.; for human, the
the length of its sequence exceeds 16 000 characters;

• “the tail” of the Y chromosome, inheritance in the
“direct male line”, see [Sykes, 2003, p. 290] etc.;
for human, the the length of its sequence exceeds
50 000 characters;

• MHC, the main (major) histocompatibility complex,
see [Lennarz and Lane (Eds), 2013] etc.; usually, we
cannot say about its length.

“The structure of MHC allows to bind peptides of varying lengths
because both ends of the peptide are free . . . ”, see ibid.

“The MHC complex encodes the α-chains of the MHC class I
molecules human leukocyte antigen (HLA)-A, HLA-B, and HLA-C
and the α- and β-chains of the MHC class II molecules HLA-DR,
HLA-DP, and HLA-DQ, all of which are expressed in a co-dominant
fashion.”

“MHC class I is expressed by all nucleated cells and platelets in
jawed vertebrates, although the amount on the cell surface varies
among cell types and under different inflammatory conditions.”

“The folded MHC class II molecule consists of two transmembrane
proteins, an α-chain and a β-chain, which together form a protein . . .
Peptides bound by MHC class II molecules typically are longer than
10 amino acids and occasionally more than 20 amino acids.”

However, such a small number of variants (less than 10
algorithms and 3 objects of research) does not negate the
need to create effective algorithms for processing DNA
chains, in particular, constructing (for one of these vari-
ants) a matrix of distances between such chains. At the
same time, the distances between DNA sequences are
often used in scientific and popular science literature.
However, as we already said, there are several different
algorithms for calculating them, and for each pair of se-
quences, the operation of any of these algorithms takes a
lot of time. For example, the practical programming re-
sults show that on an average modern computer, it takes
about a day to build such a 30 × 30 matrix for mtDNAs
using the Needleman – Wunsch algorithm [Needleman
and Wunsch, 1970]; therefore, for such a 300× 300 ma-
trix, about 3 months of continuous computer operation
is expected. Such dimensions come from real problems:
for example, in the class of mammals there are about 30
orders, in the order of primates there are about 20 fami-
lies, more than 80 genera and more than 500 species. At
the same time, the exact values differ in different classi-

fication options, but they are not interesting to us: we are
interested in approximate values only.

Thus, even for a relatively small number of species
(smaller than the total number of primate species), cal-
culating the distance matrix on conventional computers
is hardly feasible; the use of supercomputers, firstly, is
not always possible, and, secondly, it often requires sig-
nificant revision of existing software. In this regard, the
task of restoring such a partially filled matrix arises. We
started publishing our variants of similar algorithms for
restoring partially filled matrices in [Melnikov, Pivneva,
and Trifonov, 2017] (the simplest algorithm was de-
scribed very briefly there), after which we returned to
this problem in [Melnikov and Trenina, 2018a; Melnikov
and Trenina, 2018b], where a variant of the algorithm
using the method of branches and boundaries was de-
scribed in detail.

Remark. At the same time, it is worth noting that in the
last two papers we made computational mistakes, which,
however, did not affect the overall assessment of the re-
sults of calculations given in these papers at all. For ex-
ample, it was said that we leave about 30−35% of the
elements in the matrices of dimension about 30 × 30,
obtained for processing, while we left a significantly
smaller number of elements, i.e., about 10%; thus, we
solved a more difficult task. Certainly, the latter fact in-
dicates much greater possibilities in the application of
the algorithms we are considering. In addition, some
computational errors were made when obtaining obtain-
ing the values of σ and δ, which, again, did not affect the
evaluation of the calculation results.

Despite the previously successful results of calcula-
tions, we return in this paper to the algorithm variants
that do not use the branches and boundaries method:
as our recent work has shown (primarily in the sub-
ject areas related to graph theory and the development
of ultra-large communication networks, [Melnikov and
Terentyeva, 2021] etc.), even greater improvement in the
quality of the algorithm can often be achieved without
improving the auxiliary heuristics of the branches and
boundaries method. We are improving the algorithms
that formulate the greedy function of this method only;
however, these algorithms can also be called auxiliary to
the method of branches and boundaries.

In this paper, we describe a similar improvement of the
greedy algorithm, now for the task of reconstructing the
matrix of distances between DNA chains. As the ob-
tained results of computational experiments show (see
Section 5), they are better than ones obtained using sim-
ple variants of the branches and boundaries method. Let
us repeat that for restoring partially filled matrices, i.e.,
for the inverse problem of matrix processing, we used
the method of branches and boundaries before, but in
this paper, we do not use it.

In connection with the above, the question arises about
the concept of “partially filled matrix”: how to deter-
mine this partial filling. It is clear that the greater the
percentage of values will not be calculated, the less time
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will be spent on these calculations: after all, as follows
from the above estimates, the calculation of one value
for two considered mt DNA s requires about 3 minutes
of computer operation, which is approximately equal to
the total time required for matrix recovery even using the
long-running method of branches and boundaries. On
the other hand, a too small percentage of the values left
in the matrix (i.e., calculated by the special previous al-
gorithms), of course, cannot give adequate results; in this
regard, we have been using in this work the percentage
of values calculated by the algorithm of about 10−12%.

The second important question that cannot but arise on
the basis of the above text is how exactly we can analyze
the quality of the solution obtained using the recovery
algorithm(s). For more information, see Section 5 below.

The paper has the following structure. In Section 2, we
consider a brief description of the greedy algorithms of
restoring the distance matrix. In Section 3, we give the
theoretical substantiation of the possibility of improve-
ment of the greedy algorithm (without the variants of the
method of branches and boundaries).

In Section 4, we formulate two possible quality crite-
ria for the numerical solution of such restoring problems:
the first criterion compares the matrix reconstructed by
the simplified algorithm under consideration with the
matrix obtained as a result of applying a general forma-
tion algorithm for each of its elements; and the second
criterion considers the discrepancy in a special way, it
applies the same algorithms that are used as auxiliary
ones of the general recovery algorithm considered in this
paper. In both cases, the goal is to reduce the values ob-
tained by the applied criterion.

In Section 5, we give some results of computational
experiments; we evaluate these results well. In Sec-
tion 6, we formulate some problems for the future so-
lution. And in Conclusion (Section 7), we briefly repeat
the content of this paper.

2 A brief description of the greedy algorithms
of restoring the distance matrix

It is clear that with smaller dimensions of the matrix,
a larger percentage of non-deleted elements is required.
Thus, for small dimensions (of the order of 10), algo-
rithms often do not work with a small number of non-
removable elements. Of course, in principle, there are
options when, under the conditions we have given (i.e.,
about 10% of non-removable elements with matrix di-
mensions of about 30), it is impossible to restore the ma-
trix: for example, when an empty line is obtained. When
calculating using the elementary formulas of probability
theory, we find that the probability of this event is about
25%. However, we simply do not consider such exam-
ples as source data.

We considered the simplest heuristic for filling in the
distance matrix without using the method of branches
and boundaries in [Melnikov and Trenina, 2018a]. (We
note in advance that the results of the computational ex-
periments given in that paper will be compared below

with newer results using other heuristic algorithms.) Fur-
ther, as we have already noted, our publications were de-
voted to the application of the branches and boundaries
method; but in this paper, we again abandon it. At the
same time, we complicate the greedy heuristics of [Mel-
nikov and Trenina, 2018a].

Let us briefly describe the greedy matrix filling al-
gorithm used in this paper. First of all, we choose an
element that, if filled in, forms the largest number of
newly formed triangles; i.e., for n×n-dimensional dis-
tance matrix (mi,j), we choose the pair (i, j) such that:

• mi,j < 0 (in our natural notation, this means that
there is no corresponding matrix element in the in-
put data);

• and the following formula is achieved:

max
1⩽i,j⩽n

i̸=j

∑
1⩽k⩽n
k ̸=i, k ̸=j

(
sgn(mk,i) + sgn(mk,j)

)
.

If there are several such elements, we choose any of
them. Next, we consider all the resulting triangles, and
minimize the total value of the badness.

One of the variants of such an assessment of badness
for one triangle is the formula

α− β

γ
,

where α, β and γ are the angles of the derived triangle,
and α ⩾ β ⩾ γ.

(Note that earlier we sometimes used another formula,
a−b
c

, where a, b and c are the sides of the derived tri-
angle, and a ⩾ b ⩾ c. At the same time, in both cases,
if the three sides do not satisfy the triangle inequality,
we assumed a large value as the value of badness, usu-
ally from 1.0 for the case a=b+c to 2.0 for “absolutely
impossible” triangles.)

The total value of badness is always (i.e., both for
choosing a value in the described algorithm and for a
posteriori evaluation of the quality of the algorithm) con-
sidered simply as the sum of the values of badness of all
triangles. In the described algorithm, we are trying to
minimize this badness value for all newly formed trian-
gles.

The minimization method is given in the next section,
where the justification for the possibility of piecemeal
filling of the matrix is given, to obtain a value of badness
close to optimal (i.e., in terminology of [Melnikov et al.,
2018c], “to obtain a pseudo-optimal solution”). Simpli-
fying it, we can say that that, taking the average values
of the maximum sides of the formed triangles (i.e. α in
previous formulas; note that in [Melnikov and Trenina,
2018a], this value was counted final) as the beginning
of the iterative process, we get a pseudo-optimal value
in a few iterations. (We usually limited the number of
iterations to 10, this gives an acceptable value of the cal-
culation time.)
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3 The theoretical substantiation of the possibility
of improvement of the greedy algorithm

Thus, in this paper we reconstruct the matrix of dis-
tances between DNA sequences of different species of
organisms. We shall restore the distance function of the
matrix and find its derivative. The main problem is that
it is an ill-posed problems, which means that a small
error in the source data can lead to a large error in the
calculated derivatives [Tikhonov, 1963; Groetsch, 1984;
Hanke and Scherzer, 2001; Chaikovskii and Zhang,
2022], etc.

If we introduce the coordinate axes x and y, located in
the horizontal and vertical axes, respectively, and con-
sider the matrix as a two-dimensional array with noisy
data defined on the domain Ω ∈ R2, then the matrix el-
ements will represent the noisy values of the function of
two variables uδ

i,j. It is natural to assume that the do-
main Ω is divided into N ⩽ n2 parts {Ωi}

N
i=1, and there

is the only one value uδ
i,j in each parts. Denote di as the

diameter of Ωi and let d = max{di}.
In this case, we obtain the deterministic model

max|u(xi, yj) − uδ
i,j| ⩽ δ

between the noisy data {uδ
i,j} and the corresponding ex-

act values {u(xi, yi)} at grid points

Xn := {x1 < x2 < · · · < xn}

and Yn := {y1 < y2 < · · · < yn}.

Let us suppose that the reconstructed function uε(x, y)
is formed according to the following optimization prob-
lem:

uε = arg min
v∈C1(Ω)

 1

n2
·

n∑
i=1

n∑
j=1

(
v(xi, yj) − uδ

i,j

)2
+

ε

(∥∥∥∥∂2v(x, y)∂x2

∥∥∥∥2
L2(Ω)

+

∥∥∥∥∂2v(x, y)∂y2

∥∥∥∥2
L2(Ω)

))
, (1)

where v(x, y) is a cubic spline, and regularization pa-
rameter ε satisfies the expression

1

n2

n∑
i=1

n∑
j=1

(
uε(xi, yj) − uδ

i,j

)2
= δ4.

Then by [Wang and Wei, 2005, Theorem 3.3], the fol-
lowing proposition holds.

Proposition 1. Let u(·, ·) ∈ H2(Ω). Let uε(x, y) be
the minimizer of the problem (1). Then for ε = δ2, we
have

∥uε(·, ·) − u(·, ·)∥H1(Ω) ⩽ C1d
1/4 + C2

√
δ,

where C1 and C2 are some constants depending on the
area Ω and on ∥∆u(x, y)∥L2(Ω). □

Based on Proposition 1, we obtain the following fact.
For sufficiently small values d and δ, after solving the
optimization problem (1) values{

∂u

∂x
,
∂u

∂y

}
can also be found with sufficiently high accuracy. We
can do it taking derivatives{

∂uε

∂x
,
∂uε

∂y

}
.

Due to the fact that with an increase in the value of
the norm ∥∆u(x, y)∥L2(Ω) the value of constants C1

and C2 will increase, we conclude that the smoother the
function u(x, y) is, the smaller this norm will be, and
the more accurate the regularization result will be. If the
function is not smooth enough, we shall need more noisy
data to obtain the necessary accuracy. Another smooth-
ing technique can be used is the convolution, see [Gul-
liksson et al., 2016, Theorem 3] and [Lin, Cheng, and
Zhang, 2018, Section 4] for details.

It also follows from the proposition 1 that if we set
δ → 0, the error of restoring the function will depend
mainly on the diameter d, which is the larger, the more
missing data {uδ

i,j} at the grid points. And due to the
fact that 65% of data is missing in the task we have set,
we need to introduce additional conditions to restore the
function.

One of such conditions is the regularity found in the
paper [Melnikov, Pivneva, and Trifonov, 2017] for dis-
tance matrices, which consists in the fact that the three
elements of the matrix

(mi,j, mk,j, mk,i)

form the sides of an isosceles triangle. Thus, the formu-
las below reduce such a metric to a function of several
variables, and a “triangular” norm for determining the
quality of the distance metric can be introduced, which
can be represented in the following way.

For the matrix M = (mi,j) and its elements mi,j, we
always 1 suppose that

i, j, k ∈ { 1, 2, . . . , n }

and do not consider diagonal elements (i.e., elements
mi,i and the arithmetical expressions with these ele-
ments are ignored in formulas). The total error σ is de-
fined as follows:

n−1∑
i=1

n∑
j=i+1

σi,j ,

where one of the calculation variants is the sequential
usage of the following formulas:

1 I.e., when considering summation, as well as when taking minima
and maxima.
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• r
(1)
i,j,k = max

(
mi,j,mk,j,mk,i

)
,

• r
(2)
i,j,k = min (mi,j,mk,j,mk,i),

• and σi,j is as follows:

max
1⩽k⩽n
k ̸=i,k ̸=j

2r
(1)
i,j,k + r

(2)
i,j,k −mi,j −mk,j −mk,i

r
(2)
i,j,k

.

Then the original problem can be reformulated into the
problem of minimizing the error value σ (as we already
said, it often was called “badness” in our previous pa-
pers) by piecemeal filling in the missing elements.

It is very important that we fill missing elements in the
table sequentially, piecemeal, “step by step”; thereby we
greatly simplify the implementation of the correspond-
ing algorithm.

Filling the table in this way, we obtain a matrix with
noisy data {uδ

i,j} and then we restore the uε function by
solving (1). The level of noise δ generated by this algo-
rithm for restoring missing values can be estimated by
analyzing the results of violations of the “isosceles tri-
angle” regularity in [Melnikov, Pivneva, and Trifonov,
2017].

Thus, by sequentially filling in the missing elements
of the matrix, we can guarantee a consistent improve-
ment of the resulting solution, which theoretically justi-
fies the possibility of abandoning the branch and bound-
ary method, which works much more longer than the
greedy algorithm for obtaining the value of one element
considered here.

4 Quality criteria for the numerical solution
of the problem

As we said before, an important question arises, is how
exactly can we analyze the quality of the solution ob-
tained using the recovery algorithm(s).

However, the above model of calculations does not
give a complete answer to the question of the quality of
matrix restoring. Therefore, the simplest quality crite-
rion would be a comparison (by some natural metric) of
the reconstructed matrix and the actually obtained dis-
tance matrix, which we can obtain for some examples
of a small dimension; however, it is obvious that such a
comparison can be made only a limited number of times,
probably during the initial debugging of the algorithms.

Therefore, in this section we formulate two possible
quality criteria for the numerical solution of such restor-
ing problems:

(1) the first criterion compares the matrix reconstructed
by the simplified algorithm under consideration
with the matrix obtained as a result of applying a
general algorithm for the formation of each of its
elements, like [Melnikov and Trenina, 2018a; Mel-
nikov and Trenina, 2018b]; we shall denote by σ the
value of this criterion;

(2) and the second criterion considers the discrepancy
in a special way, it applies the same algorithms that

are used as auxiliary ones of the general recovery
algorithm considered in this paper; we shall denote
by δ the value of this criterion (or by d in some pre-
vious papers).

In both cases, the goal is to reduce the values obtained
by the applied criterion.

The exact formulas are as follows.
(1) For σ, we usually set

σ =

√√√√ 2

n · (n−1)
·
n−1∑
i=1

n∑
j=i+1

(mi,j − m̃i,j) ,

where all the elements m̃i,j are obtained by applying the
original algorithm (for instance, already cited Needle-
man – Wunsch algorithm), i.e., without restoring any el-
ements. Note that for obvious reasons, we cannot often
use this method, and also we cannot apply it for large
matrices obtained by some distance determination algo-
rithms; therefore the following criterion δ can be called
more universal.

(2) For δ, we usually set

δ =

n−2∑
i=1

n−1∑
j=i+1

n∑
k=j+1

δi,j,k

(we specifically note once again, that the values m̃i,j are
not used here). Each value δi,j,k (where 1 ⩽ i, j, k ⩽ n,
i ̸= j, i ̸= k, j ̸= k) is the “badness” of corresponding
triangle; it is usually counted in the following way.

(2a) Firstly, we rename mi,j, mi,k and mj,k into a, b
and c, where a ⩾ b ⩾ c.

(2b) If a ⩾ b + c (i.e., the triangle inequality is vi-
olated 2), we choose in advance a constant ω (usually,
ω = 2) and set

δi,j,k = min
(

a

b+ c
,ω

)
. (2)

(2c) Otherwise, for usual triangle, we count its angles;
let they be α, β and γ, where α ⩾ β ⩾ γ.

(2d) Then we set

δi,j,k =
α− β

γ
.

Let us especially note that δ, unlike σ, is calculated
quickly, despite we need to consider ∼ n3 triangles.

2 In some our previous papers, we wrote that the number of such vi-
olations ranged from 2 (the minimum value in previous calculations) to
several dozen (for matrices about 30× 30); it depended on the subject
area, as well as on the specific algorithm. In the case under considera-
tion here (28 species of monkeys of different genera, mt DNA, Needle-
man – Wunsch algorithm), we obtained no such violations at all, then
the item (2b) was not used.
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Table 1. The result of the recovery program using a greedy algorithm, which is some more complicated than the algorithm of [Melnikov and
Trenina, 2018a]. In both cases, the branches and boundaries method is not used. Like [Melnikov and Trenina, 2018a], the value of the table 315

corresponds to the obtained value 0.315, etc.

0 313 258 334 328 341 334 326 505 324 344 421 315 334 335 335 262 334 332 337 334 997 506 329 338 325 325 344
313 0 330 313 303 342 323 222 505 320 340 420 312 313 334 334 297 328 331 332 292 997 504 269 336 316 320 342
258 330 0 335 343 339 333 320 505 327 347 422 319 335 334 334 296 332 331 343 341 997 505 335 337 273 309 344
334 313 335 0 329 340 292 330 505 327 344 420 328 311 334 334 332 322 333 333 257 997 503 333 335 333 330 344
328 303 343 329 0 343 332 236 505 330 341 417 328 329 336 336 325 333 334 304 327 997 505 329 338 320 328 343
341 342 339 340 343 0 341 341 505 341 351 421 341 340 341 341 341 341 341 344 337 997 506 343 341 341 341 345
334 323 333 292 332 341 0 332 505 318 344 421 326 329 335 335 334 279 334 337 331 997 499 334 331 334 332 344
326 222 320 330 236 341 332 0 505 329 344 420 326 330 336 336 322 333 333 333 330 996 504 325 337 298 324 344
505 505 505 505 505 505 505 505 0 505 505 505 506 505 505 505 505 505 505 505 505 996 523 505 505 505 505 505
324 320 327 327 330 341 318 329 505 0 344 421 302 348 354 354 328 350 351 337 333 996 508 333 354 332 347 360
344 340 347 344 341 351 344 344 505 344 0 419 344 359 361 361 344 361 360 326 341 996 509 332 360 344 359 268
421 420 422 420 417 421 421 420 505 421 419 0 420 427 428 428 420 428 427 315 419 996 514 420 427 420 427 428
315 312 319 328 328 341 326 326 506 302 344 420 0 355 361 361 297 358 357 337 332 996 509 332 360 330 353 366
334 313 335 311 329 340 329 330 505 348 359 427 355 0 361 361 355 358 359 356 264 999 678 355 361 356 357 367
335 334 334 334 336 341 335 336 505 354 361 428 361 361 0 301 358 357 264 362 361 997 534 401 300 401 364 367
335 334 334 334 336 341 335 336 505 354 361 428 361 361 301 0 358 355 321 362 361 997 534 401 256 401 364 367
262 297 296 332 325 341 334 322 505 328 344 420 297 355 358 358 0 359 326 337 331 996 509 330 342 327 354 366
334 328 332 322 333 341 279 333 505 350 361 428 358 358 357 355 359 0 356 361 359 996 287 360 265 359 359 367
332 331 331 333 334 341 334 333 505 351 360 427 357 359 264 321 326 356 0 360 358 997 534 399 310 398 361 367
337 332 343 333 304 344 337 333 505 337 326 315 337 356 362 362 337 361 360 0 303 996 509 336 361 336 359 365
334 292 341 257 327 337 331 330 505 333 341 419 332 264 361 361 331 359 358 303 0 997 509 330 360 333 357 366
997 997 997 997 997 997 997 996 996 996 996 996 996 999 997 997 996 996 997 996 997 0 995 997 997 997 997 997
506 504 505 503 505 506 499 504 523 508 509 514 509 678 534 534 509 287 534 509 509 995 0 509 531 509 533 535
329 269 335 333 329 343 334 325 505 333 332 420 332 355 401 401 330 360 399 336 330 997 509 0 401 332 395 404
338 336 337 335 338 341 331 337 505 354 360 427 360 361 300 256 342 265 310 361 360 997 531 401 0 401 397 401
325 316 273 333 320 341 334 298 505 332 344 420 330 356 401 401 327 359 398 336 333 997 509 332 401 0 244 405
325 320 309 330 328 341 332 324 505 347 359 427 353 357 364 364 354 359 361 359 357 997 533 395 397 244 0 402
344 342 344 344 343 345 344 344 505 360 268 428 366 367 367 367 366 367 367 365 366 997 535 404 401 405 402 0

σ = 0.079, δ = 0.103

Table 2. The result of the recovery program using a complicated greedy algorithm. The branches and boundaries method is not used.

0 313 258 332 328 341 332 326 505 317 344 317 286 332 330 330 262 332 329 333 332 997 332 329 332 270 270 344
313 0 330 284 245 342 284 222 505 315 340 316 311 284 317 285 297 280 321 302 292 997 273 269 286 316 315 342
258 330 0 334 343 339 332 320 505 320 347 340 283 334 330 330 269 332 329 343 341 997 332 335 331 273 264 344
332 284 334 0 285 340 292 283 505 325 344 329 325 253 322 285 328 282 325 293 257 997 276 283 285 327 327 344
328 245 343 285 0 343 284 236 505 326 341 323 325 280 323 282 322 277 326 304 295 997 273 267 281 320 326 343
341 342 339 340 343 0 341 341 505 341 351 332 341 340 341 341 341 341 341 344 337 997 341 343 341 341 341 345
332 284 332 292 284 341 0 282 505 318 344 318 322 280 324 283 327 279 327 292 287 997 276 281 281 327 329 344
326 222 320 283 236 341 282 0 505 324 344 314 324 276 324 278 321 276 326 297 290 996 271 262 277 298 323 344
505 505 505 505 505 505 505 505 0 505 505 505 506 505 505 505 505 505 505 505 505 996 505 505 505 505 505 505
317 315 320 325 326 341 318 324 505 0 344 313 302 314 309 307 324 315 311 330 329 996 310 329 311 325 312 327
344 340 347 344 341 351 344 344 505 344 0 325 344 326 360 360 344 328 359 326 341 996 355 332 356 344 359 268
317 316 340 329 323 332 318 314 505 313 325 0 311 308 310 307 310 311 311 315 309 996 308 306 310 306 311 323
286 311 283 325 325 341 322 324 506 302 344 311 0 309 306 305 297 310 308 330 330 996 306 329 308 291 276 354
332 284 334 253 280 340 280 276 505 314 326 308 309 0 304 266 337 268 308 300 264 999 282 292 268 336 309 353
330 317 330 322 323 341 324 324 505 309 360 310 306 304 0 301 308 303 264 304 301 997 300 299 300 331 307 355
330 285 330 285 282 341 283 278 505 307 360 307 305 266 301 0 335 264 321 297 291 997 289 288 256 330 335 355
262 297 269 328 322 341 327 321 505 324 344 310 297 337 308 335 0 338 326 330 329 996 338 328 332 264 272 354
332 280 332 282 277 341 279 276 505 315 328 311 310 268 303 264 338 0 306 300 294 996 287 291 265 336 336 353
329 321 329 325 326 341 327 326 505 311 359 311 308 308 264 321 326 306 0 307 305 997 304 303 310 334 305 355
333 302 343 293 304 344 292 297 505 330 326 315 330 300 304 297 330 300 307 0 303 996 300 293 300 327 336 353
332 292 341 257 295 337 287 290 505 329 341 309 330 264 301 291 329 294 305 303 0 997 294 288 293 327 336 354
997 997 997 997 997 997 997 996 996 996 996 996 996 999 997 997 996 996 997 996 997 0 995 997 997 997 997 997
332 273 332 276 273 341 276 271 505 310 355 308 306 282 300 289 338 287 304 300 294 995 0 265 294 336 330 349
329 269 335 283 267 343 281 262 505 329 332 306 329 292 299 288 328 291 303 293 288 997 265 0 294 327 330 347
332 286 331 285 281 341 281 277 505 311 356 310 308 268 300 256 332 265 310 300 293 997 294 294 0 334 328 346
270 316 273 327 320 341 327 298 505 325 344 306 291 336 331 330 264 336 334 327 327 997 336 327 334 0 244 344
270 315 264 327 326 341 329 323 505 312 359 311 276 309 307 335 272 336 305 336 336 997 330 330 328 244 0 344
344 342 344 344 343 345 344 344 505 327 268 323 354 353 355 355 354 353 355 353 354 997 349 347 346 344 344 0

σ = 0.038, δ = 0.044
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Let us also note the relationship of both of these cri-
teria with the task we are considering: for example, for
a “random” matrix, we obtained significantly worse re-
sults of calculation by the criterion δ, even for small di-
mensions; to say, for such a matrix of dimension 13×13
we obtained δ in limits about 0.4 − 0.5, this is several
times higher than the corresponding values for the “cor-
rect” matrices of dimension 28 × 28 and significantly
lower percentage of initial fullness, see the next section.

5 Some results of computational experiments
First of all, let us give a few comments on the given

large tables of results. Both are given for the reader’s
possible verification of these results; at the same time,
anyone can either simply recognize the table as a picture,
or request from the authors, after which we shall send
the same tables in the form of text. Having these tables,
anyone can simply check their characteristics (badness,
etc., according to the formulas given in the paper). It is
possible to say, simplifying a little, that the topic of the
article is how to obtain the missing values in these tables
with minimum badness.

As we have already noted, we evaluate the results of
computational experiments well. Namely, an improve-
ment in the performance of the algorithm was obtained
(according to both criteria given in the previous section),
compared with the simplest variant of the branch and
boundary method, see [Melnikov and Trenina, 2018a;
Melnikov and Trenina, 2018b] etc. More precisely, by
the words “simplest variant”, we mean that the sim-
plest greedy heuristic used to select the next separat-
ing element. Here we apply a more complex greedy
heuristic, while abandoning the method of branches and
boundaries. It is clear that even more successful results
(from the point of view of the quantitative criteria for-
mulated above) we would have obtained by using both
the branch and boundary method and a more complex
greedy heuristic at the same time; however, it seems that
we shall not satisfy acceptable time constraints. Though,
we did not conduct detailed computational experiments
for this case.

To perform all the computational experiments de-
scribed in the article, we used a computer with the fol-
lowing characteristics:
Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz

In all our computational experiments, the total time of
the computer was extremely short, and we did not record
it, since it is significantly less than the time required to
output the results of the algorithm (especially in compar-
ison with the time necessary for the initial filling of only
one cell of the matrix). For comparison, we repeat once
again:

• such calculations by the method of branches and
boundaries for dimensions of the order of 30 × 30
take about 1 second;

• the calculation of the distance by the Needleman –

Wunsch algorithm between two sequences describ-
ing mtDNA takes about 3 minutes;

• and the filling of the entire matrix by the Needle-
man – Wunsch algorithm of the order of 30 takes
about 1 day.

Thus, let us briefly describe the computational experi-
ments already carried out. In this paper, only one vari-
ant of the input data is used (28 monkeys, mt DNA, we
briefly talked about this variant above); but we note in
advance that similar results were obtained on all vari-
ants of the input data used. The initial matrix filled in as
a result of the Needleman – Wunsch algorithm is given in
[Melnikov and Trenina, 2018a, Tab. 8]. The initial ma-
trix with about 10% of remaining elements is given in
[Melnikov and Trenina, 2018a, Tab. 9]. Let us remind
once again that the calculations of the matrices in that
paper were correct, but the calculations of the values σ
and δ were erroneous. However, the mistakes did not af-
fect the relative quality indicators of the algorithms. In
the current paper, we present completely correct results,
they are easy to check.

The column designations in Table 3 are clear, and the
row designations have the following meaning:

(A) corresponds to the matrix, obtained by the best algo-
rithm of [Melnikov and Trenina, 2018a] (that ma-
trix was given on [Melnikov and Trenina, 2018a,
Tab. 13]); let us remind once again that the algo-
rithm does not use branches and boundaries method;

(B) corresponds to the matrix, obtained by the best algo-
rithm of [Melnikov and Trenina, 2018b] (that ma-
trix was given on [Melnikov and Trenina, 2018b,
Tab. 17]); the algorithm uses branches and bound-
aries method;

(C) corresponds to the matrix, obtained by the simplest
greedy algorithm of the current paper; the algorithm
does not use branches and boundaries method; see
its results (i.e., the obtained matrix and its charac-
teristics) in Table 1 of this paper;

(D) corresponds to the matrix, obtained by the compli-
cated greedy algorithm of the current paper; the
algorithm does not use branches and boundaries
method; see its results in Table 2 of this paper;

Certainly, all the calculation results shown in this table
can be quickly checked using a simple supportive com-
puter program.

Table 3. General results of some computational experiments

T σ δ

(A) 0.091 0.110

(B) 0.029 0.133

(C) 0.079 0.103

(D) 0.038 0.044
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The most successful values of σ and δ are highlighted in
bold.

A brief discussion of the obtained results is given in
Conclusion, Section 7.

6 Some possible directions for further work on this
subject

Let us formulate some problems for the future solution,
i.e., consider a brief description of the nearest directions
for further work related to the modification and improve-
ment of the described algorithms.

For the first possible direction, we shall temporarily as-
sume that the original processed algorithm under consid-
eration (the Needleman – Wunsch algorithm is one of the
possible examples only) is obviously not optimal, and
requires improvement. Note that this fact, of course, is
always true, regardless of everything else: for example,
almost all the original algorithms (i.e., determining the
distance between two given DNA sequences) are based
on the long-known algorithm for constructing the Lev-
enshtein metric (or Levenshtein distance), [Levenshtein,
1966], to which the “penalties” are additionally added.
At the same time, the numerical values of such penal-
ties are always selected based on preliminary expert as-
sessments (or even simply assumed to be equal to 1),
[Christen, 2012a; Christen, 2012b; Yu et al., 2016; Sug-
anthan et al., 2018]. However, it is clear that any self-
study procedure should give an improvement of such val-
ues (penalties, etc.). Therefore, another inverse problem
arises: to achieve such an improvement, where the min-
imization of the value δ is used as the criterion.

In contrast to the first possible direction briefly de-
scribed before, in other variants for further work we con-
sider the given algorithm (the Needleman – Wunsch al-
gorithm etc.) as something “God-given”, i.e., not as the
subject to change; we try, as above in this paper, to tune
in to it.

The second direction. We introduce a special “relia-
bility coefficient” (let it be R < 1, to say, R = 0.9 in
the following description), which we use as follows. We
consider that the initial values of the matrix (in the ex-
ample considered in the paper, the remaining 10% of the
elements after the removal) have a weight of 1.0. The
elements derived from only the initial ones (i.e., in the
beginning of filling) have a weight of R.

And in the general case (i.e., after filling in some el-
ements) we proceed as follows. As in the greedy algo-
rithm already discussed in this paper, we form all possi-
ble triangles obtained together with the element selected
for filling, i.e. if the considered unfilled element of the
matrix is mi,j, then, as before, we consider all such k
that mi,k and mj,k are already filled. However, we cal-
culate the obtained values with the reliability coefficients
already assigned to these values, i.e., we minimize the
general function, which includes values with these coef-
ficients; for the reliability coefficients Ri,k and Rj,k, we
assume that the reliability coefficient of the considered

triangle is

R∆ =
Ri,k + Rj,k

2
. (3)

The resulting value obtained as a result of minimization
is placed in a matrix with its new reliability coefficient
equal to the a priori value of R multiplied by the average
reliability coefficient of all considered triangles that form
the element mi,j: using (3) and assuming we are consid-
ering m triangles, this new coefficient can be written as
follows: (

R
(1)
∆ + R

(2)
∆ + · · ·+ R

(m)
∆

)
· R

m
.

And, of course, the best value of the reliability coef-
ficient R should be obtained as a result of some self-
learning process.

The third direction. Here we propose to continue
the simultaneous application of increasingly complex
greedy heuristics and the method of branches and bound-
aries. We hope that the results will surpass those ob-
tained in this paper and in [Melnikov and Trenina,
2018a; Melnikov and Trenina, 2018b]. At the same time,
we note that almost no time is spent on the method of
branches and boundaries, at least in comparison with the
time that needs to be spent on filling in only one initial
element of the matrix.

The fourth direction. This is a detailed study of the
quality of algorithms depending on the dimension of the
matrix and the percentage of its initial fullness. (Note
that we have not actually started solving this problem
yet.)

The fifth direction. We believe that it is possible to
choose which elements of the matrix should be initially
filled, of course, within a predetermined total number
of them. This possibility sometimes reflects the subject
area under consideration: after all, the total time of such
filling will practically not depend on specific elements,
but will depend on their number only. Is it true that in
this case, the elements for the initial filling should be
selected so that there would be approximately the same
number of them in all rows of the matrix? (Answering
this question is the fifth possible direction of work.)

The sixth direction represents a new approach to com-
paring different heuristics for distances between DNA
chains, i.e., an alternative approach to the one discussed
in [Melnikov, Pivneva, and Trifonov, 2017] and some of
our other papers cited there. Namely, after filling in sev-
eral distance matrices with various algorithms (i.e., al-
gorithms for obtaining distances between pairs of DNA
chains), we consider all possible triangles in these ma-
trices; note again that their number is quite large, of the
order ∼n3. Next, for each initial filling algorithm, we
consider a list of these triangles, ordered, for example,
by non-increasing values of the badness (considered, for
example, as δi,j,k, see (2)).



CYBERNETICS AND PHYSICS, VOL. 11, NO. 4, 2022 225

The main idea of this heuristics is that we assume
that all the algorithms described in the literature and
on the Internet for obtaining distances between pairs of
DNA chains are logically correct. Therefore, consider-
ing some “natural” metric on such ordered sequences of
triangles, for the “best” algorithm for the initial filling of
matrices (the best algorithm for calculating the distance
between pairs of DNA chains), we obtain the minimum
value of the sum of the distances to other ordered se-
quences of triangles.

As such a natural metric on ordered sequences of trian-
gles, we can choose some natural function from the pair-
wise correlation between the sequences. In our prelim-
inary calculations, we choose a linear function as such
one:

• having a value 0 in the case of matching sequences;
• having a value 1 (the maximum possible value) in

the case of the maximum possible number of the
minimum number of exchanges required to convert
from the first sequence to the second one; note that
for a matrix of the order n × n, the number of its
triangles is ∼n3, therefore the number of possible
exchanges is ∼n6;

• and intermediate values otherwise; these values are
calculated, as we already noted, using the simplest
linear function.

Note that our version of the pairwise correlation is ob-
tained here with another version of the linear function,
i.e. when simultaneously replacing 0 with 1 and 1 with
−1 in the items above.

After that, we propose to consider “pairwise correla-
tion between pairwise correlations”: for this, we need
to arrange the heuristic algorithms for the initial place-
ment of DNA chains in two ways (i.e. according to [Mel-
nikov, Pivneva, and Trifonov, 2017] and according to the
above).

The seventh direction. And of course, as a possible
direction for further work, it is necessary to consider new
objects of application of the described algorithms:

• other species (besides monkeys),
• Y-chromosomes instead of mt DNA s,
• other initial filling algorithms (instead of Needle-

man – Wunsch) . . .

Besides, for monkeys, we propose to consider a very
strong increase in dimension (it is optimal to consider
all types, 500+) with a simultaneous decrease in the per-
centage of initially filled matrix cells (to say, to 5% in-
stead of 10%).

Of course, these seven directions do not limit further
possible work on the topics described here . . .

7 Conclusion
In this article, we propose an improved algorithm for

recovering missing data in distance matrices. An unusual
feature of the results is that the reduction of the quality

criteria σ and δ used in several of our articles by different
algorithms occurs independently of each other, i.e., there
is a binary relationship between the algorithms, which
consist in the fact that the first of them gives the best
results for both criteria, forms a partial order only. Simi-
lar relative results are obtained for other objects of study
(not for monkeys etc.). Of course, the best option would
be the simultaneous minimization of σ and δ, which we
shall achieve in the subsequent work. However, the re-
sults presented in this paper are of big interest.
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