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Abstract
The stabilization of the dynamic characteristics of the systems with limited harmonic parametrical and (or) additive disturbances is considered.  The adaptive algorithm synthesis for the some plant class can be received on the basis of the localization principle and second Lyapunov’s method. The motions with different velocities are organized so that uncontrollable disturbances are suppressed in a fast movement contour and slow movements are submitted to desirable dynamic requirements. The synthesis of the full and lowered orders adaptors for SISO control systems, and also convergence conditions of the output processes to the desired trajectory are considered.
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1.Introduction

Oscillation processes are main processes for a lot of events in nature and technique. One of types of oscillation systems is system with the periodic coefficients. In particular case the coefficients change on harmonic law. We can find examples of the systems with parameters oscillations in mechanics, electronics, and biology [1-3] and so on. We observer the parameters oscillations in mechanical devices for example a absolute rigid beam with middle hinge immovable support and with two elastic supports on ends of the beam, a pendulum with suspension point swinging along vertical line, and also a vertical massless elastic rod when a concentrated load is located on the rod end, a motionless knuckle is upper buttress, and a bushing with the short bearing is the lower buttress. An self-excited oscillator on the Gunn diode is other example of the system with parameters oscillations [3]. The oscillation systems with one degree of freedom are the most studied systems. Many researchers study the problem of the stability of systems with periodic coefficients and the phenomenon called the parametric resonance [4-6]. One of the major problems in oscillation systems is the design of controller for the stabilization of motion. In modern control theory there are many design techniques, which decide the problem of motion stabilization for particular cases of oscillation systems. So in [7, 8] the design algorithms using optimal control methods and differential game theory are proposed. In this paper the stabilization of the dynamic characteristics of the systems with limited harmonic parametrical and (or) additive disturbances is considered. In the adaptive control theory the special attention is paid adaptive algorithm synthesis methods for realization of required dynamic accuracy in systems with essentially non-stationary characteristics. The decision of this problem for the some plant class can be received on the basis of the localization principle [9] and second Lyapunov’s method. In this case we organize system motions with different velocities so that uncontrollable disturbances are located in a fast movement contour and slow movements are submitted to desirable dynamic requirements. To achieve such effect it is possible with the help of a feedback on a full vector of first derivatives of state coordinates or output variable derivatives. The approach to the adaptive system synthesis with using the localization principle is considered in the paper [10].  These systems relate to the class of the direct adaptive systems [11, 12]. In the article the question about decrease the scale of SISO adaptive systems is discussed. The order is generally determined by orders of the control plant, the state observer and adaptive regulator. The order reduction of one of devices like a observer or an adaptor brings about the decrease of the system scale. In essentially non-stationary systems in which the uncontrolled disturbance rate is commensurable with the velocity of transient process, the change of the observer dimension relative to dimension of the plant can result a loss of the adaptive system stability. Therefore there is offer the transformation of non-stationary plant model allowing to reduce quantity of parametrical disturbances which are included in the modification model due to introduction of a new combined disturbance. In result the reduction of adjusted contour number is achieved. The system with signal adaptation may be called the robust system with an astatic regulator (the astatic regulator with the high-order derivative), similar systems were considered in papers [13, 14]. We name quantity of adjustable contours by the order adaptor. The required dynamic accuracy of the system is provided with the help of the “fast” adaptor. The synthesis of the full and lowered orders adaptors, and also convergence conditions of the output processes to a desired trajectory are considered. It is shown that due “fast” adaptive algorithm; it is possible to provide dynamic accuracy.

2. Problem statement 

Consider a class of linear single-channel non-stationary plants 
  
[image: image1.wmf]1

()()

0

()()()()()(),

n

ni

i

i

ytatytbtutmt

-

=

+=+

å

                                   (1)
where y, u -  output and control variables accordingly, 
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 - initial and final time  moments. Here unknown parameters 
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 are  periods of oscillation. For parameter oscillations 
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The control purpose is the stabilization of output variable with the given dynamic quality: 
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 on assumption zero initial conditions 
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 (r - a constant reference signal, 
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3. Mathematical Model Modifications
In SISO adaptive systems of n-th order, as a rule, the number of changed regulator parameters equals the number of additive and parametrical disturbances. The decrease of adaptive loops can be consequence by reduction of parametric disturbances which are taken the plant model into account under former conditions of its working. We shall transform the mathematical model (1). Decompose continuous functions that describe disturbances in the Taylor's series. Let 
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 satisfy the conditions of expansion into a series then
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where 
[image: image16.wmf],

]

,

[

0

0

d

+

d

-

Î

t

t

t
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 Take the first member of the decomposition:
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Let's replace 
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 in the equation (1) according to (4) 
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here 
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. The function 
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 describes the combined structural – parametrical disturbance. It is necessary to note that at limited values of the control, the output variable and its derivatives up to (n-1)-th order it is possible to speak about the limitation of new disturbance 
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 on the amplitude and the velocity. Plant model (5) we shall name modified first kind model.

Receive second kind of the plant model.  We shall take into account first and second members of the series for 
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where 
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. Second member of equation (6) we shall write down 
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With the account (4), (6) and (7) the equation (1) has the following kind
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here 
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 are unknown values which it is possible to replace calculated values or a priori known upper estimations of disturbances (2). Last equation (8) we shall name modified second kind model.

4. Adaptive System Design

Resolve equation (1) relative to the derivative of high order
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A reference model is described by the equation 
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The coefficients (
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) of equation (10) are received according to the given quality performance of the transient. The control law is found the reference equation method [11, 12]. Equate right parts (9), (10) and replace unknown parameters and the function 
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here 
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 an adaptive algorithm on the basis of the localization principle is written down as

[image: image42.wmf]),

(

)

,

(

)

(

)

(

)

(

F

y

u

y

L

t

k

n

i

-

G

=

&

                                            (12)


[image: image43.wmf])),

)(

,

(

(

sign

)

,

(

)

(

)

(

)

(

2

)

(

1

F

y

u

y

L

u

y

L

t

k

n

i

i

-

G

=

&

                                  (13)

where 
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{

diag

j

g

=

G

 - an adaptor gain matrix; 
[image: image45.wmf])

,

(

,

)

(

u

y

L

L

i

i

 - auxiliary vector functions. For process convergence in system (1), (11), (12) vector-function L [10] is defined with help second Lyapunov’s method and has the following kind s 
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Algorithms (12), (13) may be defined using the speed-gradient law [12]. Estimate the required output variable derivatives with the help of the low-inertia dynamic system 
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where 
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 are  the fast time constant, the j-th damping coefficient, an estimation of i-th order derivative of the output variable accordingly. Usually system (14) is called the derivative estimation filter [9, 10, 13, 14]. The scale of adaptive system (9)-(14) is equal 
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 where l – the adaptive regulator order, which depends on the quantity of unknown parameters and the external disturbance. Let’s name quantity of adjustable contours as an adaptor order. 

In this case we organize system motions with different velocities so that uncontrollable disturbances are located in a fast movement contour and slow movements are submitted to desirable dynamic requirements. To achieve such effect it is possible with the help of a feedback on a full vector of first derivatives of state coordinates or output variable derivatives.

5. Lowered Order Adaptive System Design
Let's consider the plant with 1-st kind of modified model (5). In this case the counteracting of the additive disturbance is required. Following the sequence of calculation stated in section 4, the control law with one contour looks like
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and the signal adjustment algorithm is
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In the adaptive system with one adaptive contour the order is equal 
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 It is necessary to note the system with signal adaptation (5), (14) - (16) may be called the robust system with an astatic regulator (an astatic regulator with the high-order derivative), similar systems were considered in papers [13, 14].

Let's proceed to consideration of second kind model (8). It is necessary to enter two changing coefficients into a regulator (
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and regulator parameters change according the algorithm (12): 
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The system with signal-parametrical adaptation (8), (14), (17), (18) has the order which is equal 
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6.  Convergence Conditions of the Output Variable to a Desired Trajectory

Consider the adaptive system of a kind (16). The value of adaptor gain we shall computation with the help of second Lyapunov’s method. Suppose that required output variable derivatives are known precisely. Enter new variables. A deviation between the adjusted parameter of a 
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[image: image62.wmf]),

,

,

(

)

(

)

(

)

(

u

y

t

M

t

k

t

e

i

m

m

-

=

 and a deviation of a system trajectory from a reference trajectory - 
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According to entered deviations and the equation (19) the expression 
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 In the received function substitute the expression (16) instead of 
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 it depends on negative definiteness condition of the function 
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7. Adaptor Coefficients Computation in System with Two-Adjusted Contour
We shall name the adaptive algorithm (12) “smooth” and (13) – the “relay” (or discontinuous) algorithms. First consider definition of parameters of the system with the “smooth” adaptive algorithm.  The generalized adjusted plant equation   will be written down as
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According to the entered designations the connection equation between coordinate and parametrical deviations has a kind
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Let's accept adaptor coefficients have approximate values 
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 From last expression it follows, if the coordinate and parametrical deviations values are limited on the module then for negative definiteness of function 
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In view of accepted assumptions the smooth adaptive algorithm looks like
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Proceed to consideration of relay algorithm (13):
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Intuitively clearly these values 
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 depend on a kind of researched function V. First we shall choose function 
[image: image104.wmf].

5

,

0

5

,

0

)

,

(

2

2

m

a

m

a

e

e

e

e

V

+

=

 If 
[image: image105.wmf]4

2

l

l

=

 and 
[image: image106.wmf],

0

m

g

g

»

 then according to the equation (22) we have 
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. The expression 
[image: image108.wmf])

(

2

3

1

e

l

l

e

l

e

m

a

=

-

-

is right, if 
[image: image109.wmf]i

l

 for 
[image: image110.wmf]4

,

1

=

i

 satisfy to next conditions

[image: image111.wmf]21322132341

1

amamamam

l(yee)elel,yleleelel,lll,ly.

-=---=--====-

  (23)

Substitute 
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 from (23) in (22), then relay adaptive algorithms will be written down as 
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 and the researched function derivative is  
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 is carried out, if the adaptor gain is chosen according to (20).  Now let’s choose another kind of analyzed function, for example, in the kind of the quadratic form 
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 is achieved, if the adaptor coefficients satisfy to the condition (20) and 
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. Thus the relay adaptive algorithm may have a kind as 
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 It is necessary to note, that for the considered kinds of adaptive systems it is necessary, that changing coefficient rates were higher than disturbance rates. Therefore the adaptive algorithms synthesized on the basis of the localization principle are possible to be named fast. 

8. Conclusion

The adaptive stabilization of the dynamic characteristics of the systems with limited harmonic parametrical and (or) additive disturbances was considered. We have offered to transform the non-stationary plant model to reduce quantity of parametrical disturbances. This transformation gives modification model with a new combined disturbance. In result the reduction of adjusted contour number is achieved. The comparison of synthesized adaptive systems using the localization principle allows doing to do the following conclusion. At zero initial conditions in systems of full and lowered orders it is possible to provide the demand quality on speed of response and the dynamic accuracy, but with different numerical values of the adaptor gain that the influence on the control variable value. So in systems with two adjusted contours the maximal value of control is less in one and a half - two times, than in systems with one contour of adaptation. Thus the considered systems differ among themselves in the value of the required control resource that to provide the demand dynamic accuracy.
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