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Abstract
In this paper we consider the nonlinear discrete-time

dynamical system consisting of several controlled ob-
jects which has two levels of control. Under investi-
gation of it dynamical system we propose the mathe-
matical formalization in the form of realization of two-
level hierarchical minimax program terminal control
problem and propose the general scheme for its solv-
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1 Introduction
In this paper we consider the nonlinear discrete-time

dynamical system consisting of several controlled ob-
jects which has two levels of control. One level (or
first level) is dominating and the other level (or sec-
ond level) is subordinate which have different criteria
of functioning and are united a priori by determined in-
formation and control relations. We formulate the min-
imax program terminal control problem for processes
in this two-level hierarchical discrete-time dynamical
system and propose the general scheme for its solv-
ing. The results obtained in this report are based on
[Krasovskii and Subbotin, 1988]–[Shorikov, 2005] and
can be used for computer simulation and for designing
of optimal digital controlling systems for actual techni-
cal, economic, and other multi-level control processes.

2 DESCRIPTION OF THE PROBLEM
At a given integer-valued time interval0,T =
{0, 1, · · · , T} (T > 0) we consider the controlled
multi-step dynamical system and it consists of(n + 1)

objects (n ∈ N, whereN is the set of all natural num-
bers). The motion of objectI which is a general object
and controlled by dominating playerP is described by
the nonlinear discrete-time recurrent vector equation

y(t+1) = f(t, y(t), u(t), v(t), ξ(t)), y(0) = y0, (1)

and the motion of objectIIi (i ∈ 1, n) which is a sub-
sidiary object corresponding to indexi and controlled
by the subordinate playerEi is described by the follow-
ing nonlinear discrete-time recurrent vector equation

z(i)(t + 1) = f (i)(t, z(i)(t), u(t), v(i)(t), ξ(i)(t)),

z(i)(0) = z
(i)
0 . (2)

Here t ∈ 0,T− 1; y ∈ Rr and z(i) ∈ Rsi are
the phase vectors of objectsI and IIi respectively
(r, si ∈ N; for k ∈ N, Rk is the k-dimensional Eu-
clidean vector space of column vectors;u(t) ∈ Rp

andv(i)(t) ∈ Rqi are the vectors of the control actions
(controls) of playersP andEi respectively, restricted
by the given constraints

u(t) ∈ U1, v(i)(t) ∈ V(i)
1 ;

U1 ⊂ Rp, V(i)
1 ⊂ Rqi (p, qi ∈ N); (3)

where the setsU1 and V(i)
1 are the finite sets of the

spacesRp and Rqi respectively; vector-controlv(t)
has the formv(t) = (v(1)(t), v(2)(t), · · · , v(n)(t))′ ∈



Rq (q =
n∑

i=1

qi); ξ(t) ∈ Rl andξ(i)(t) ∈ Rli are the

vectors of non-controlling parameters (noises or simu-
lation errors) of the objectsI andIIi respectively, re-
stricted by the following given constraints

ξ(t) ∈ Ξ1, ξ(i)(t) ∈ Ξ(i)
1 ; Ξ1 ∈ comp(Rl),

Ξ(i)
1 ∈ comp(Rli) (l, li ∈ N); (4)

where for anyk ∈ N, comp(Rk) is the set of all com-
pact subsets of the spaceRk; for all fixed t ∈ 0,T− 1
and i ∈ 1, n each from the vector-functions
f : 0,T− 1×Rr ×Rp×Rq ×Rl −→ Rr andf (i) :
0,T− 1×Rsi×Rp×Rqi×Rli −→ Rsi are continu-
ous by collection of the variables(y(t), u(t), v(t), ξ(t))
and (z(i)(t), u(t), v(i)(t), ξ(i)(t)) respec-
tively; the sets f(t, Y∗, u∗(t), v∗(t),Ξ1) =
{f(t, y(t), u∗(t), v∗(t), ξ(t)), y(t) ∈ Y∗, ξ(t) ∈
Ξ1} and f (i)(t, Z(i)

∗ , u∗(t), v
(i)
∗ (t),Ξ(i)

1 ) =
{f (i)(t, z(i)(t), u∗(t), v

(i)
∗ (t), ξ(i)(t)), z(i)(t) ∈

Z(i)
∗ , ξ(i)(t) ∈ Ξ(i)

1 } are convex sets of the spaces
Rr andRsi respectively, for all fixedt ∈ 0,T− 1,
i ∈ 1, n, convex setY∗ ∈ comp(Rr), convex set
Z(i)
∗ ∈ comp(Rsi), u∗(t) ∈ U1, v∗(t) ∈ V1 and

v
(i)
∗ (t) ∈ V(i)

1 .
We also assume that for all time momentst ∈ 0,T the

phase vectorsy(t) andz(i)(t) of objectsI andIIi (i ∈
1, n) respectively, combined with the initial conditions
in the relations (1) and (2) are restricted by the given
following constraints

y(t) ∈ Y1, z(i)(t) ∈ Z(i)
1 ;

Y1 ∈ comp(Rr), Z(i)
1 ∈ comp(Rsi). (5)

The control process in discrete-time dynamical system
(1)–(5) are realized in the presence of the following in-
formation conditions.
In the field of interests of the playerP are both possi-

ble states of objectI and possible states of each objects
IIi (i ∈ 1, n). And the playerP also knows the forma-
tion principle of the controlsv(i)(·) = {v(i)(t)}t∈τ,ϑ−1

(∀ t ∈ τ, ϑ− 1 : v(i)(t) ∈ V(i)
1 ) each of the player

Ei (i ∈ 1, n) on the time intervalτ, ϑ, which will be
described below.
It is assumed that in the field of interests of each player

Ei (i ∈ 1, n) are only possible states of objectIIi and
for any considered time intervalτ, ϑ he also knows re-
alization of the controlu(·) = {u(t)}t∈τ,ϑ−1 (∀ t ∈
τ, ϑ− 1 : u(t) ∈ U1) of the playerP at this time
interval, which he can use for constructing his control
v(i)(t) ∈ V(i)

1 for every time momentt ∈ τ, ϑ− 1.

Then considering these circumstances we will say that
such possibilities of the behavior of playerP combined
with the objectsI andIIi (i ∈ 1, n) are defined as the
I level or the dominating level of the control process in
considered system.
Let the mappingΨ(i)

1 for all i ∈ 1, n we define by the
following relation

Ψ(i)
1 : U1 → comp(V(i)

1 );

∀ t ∈ 0,T− 1, ∀ u(t) ∈ U1,

v(i)(t) ∈ Ψ(i)
1 (u(t)) ∈ comp(V(i)

1 ), (6)

whereΨ(i)
1 (u(t)) is convex polyhedron of spaceRqi

for all u(t) ∈ U1 (here and below, the convex poly-
hedron is the convex cover of the finite set of vectors
in the corresponding finite–dimensional Euclidean vec-
tor space). Therefore, it mean that choice of possi-
ble realization of controlv(i)(·) = {v(i)(t)}t∈τ,ϑ−1 by

playerEi on time intervalτ, ϑ at every time moment
t ∈ τ, ϑ− 1 constrained not only condition (6), but
also constrained of the possible realization of control
u(·) = {u(t)}t∈τ,ϑ−1 by playerP , which communi-
cate to playerEi (i ∈ 1, n).
Then, the collectionn of playersEi, i ∈ 1, n which

will be called playerE and objectsIIi, i ∈ 1, n con-
trolled by them formII level or the subordinate level
of control in considered system (which is subordinate
to theI level or the dominating level of the control pro-
cess).
It is also assumed that in this control process for all

time momentt ∈ 0,T the playerP knows all rela-
tions and constraints (1)–(6) and each playerEi knows
(2)–(6) (i ∈ 1, n) for fixed value of the indexi (the
playerE knows these relations and constraints for all
i ∈ 1, n).

3 FORMULATION OF THE PROBLEM 1 AND
GENERAL SCHEME OF THE SOLUTION
THE PROBLEM 1

For fixed k ∈ N and integer-valued time interval
τ, ϑ ⊆ 0,T (τ ≤ ϑ), we denote bySk(τ, ϑ) the met-
ric space of functionsϕ : τ, ϑ −→ Rk of the integer
argument and by comp(Sk(τ, ϑ)) we denote the set of
all subsets of the spaceSk(τ, ϑ) that are nonempty and
compact in the sense of this metric.
Using the constraint (3) we define the setU(τ, ϑ) ∈

comp(Sp(τ, ϑ− 1)) of all admissible controlsu(·) =
{u(t)}t∈τ,ϑ−1 of the playerP on the time interval

τ, ϑ ⊆ 0,T (τ < ϑ) by the following relation

U(τ, ϑ) = {u(·) : u(·) ∈ Sp(τ, ϑ− 1),



∀ t ∈ τ, ϑ− 1, u(t) ∈ U1}.

Similarly, using the constraints (3) and (4) we define
the following sets:Ξ(τ, ϑ) is the set of all admissible
errors of modeling dynamics of objectI; V(i)(τ, ϑ)
is the set of all admissible controls of the playerEi;
Ξ(i)(τ, ϑ) is is the set of all admissible errors of mod-
eling dynamics of objectIIi (i ∈ 1, n), and all these
sets defined on the time intervalτ, ϑ.
We also introduce the sets

V(τ, ϑ) =
n∏

i=1

V(i)(τ, ϑ), Ξ̂(τ, ϑ) =
n∏

i=1

Ξ(i)(τ, ϑ),

which are the sets of all admissible collections

v(·) = {v(1)(·), v(2)(·), · · · , v(n)(·)} ∈
n∏

i=1

V(i)(τ, ϑ)

of program controls for company playersEi, i ∈
1, n, or all admissible program controlsv(·) of the
player E, and all admissible collectionŝξ(·) =

{ξ(1)(·), ξ(2)(·), · · · , ξ(n)(·)} ∈
n∏

i=1

Ξ(i)(τ, ϑ) of er-

rors of modeling dynamics of objectsIIi, i ∈ 1, n
respectively, and each of them defined on the time in-
tervalτ, ϑ.
Using constraints (3) and (6), for fixed admissible pro-

gram controlu(·) ∈ U(τ, ϑ) of the playerP and for
each indexi ∈ 1, n we define the setΨ(i)

τ,ϑ
(u(·)) ∈

comp(Sqi(τ, ϑ− 1)) of all admissible program con-
trols v(i)(·) ∈ V(i)(τ, ϑ) of the playerEi on the time
interval τ, ϑ, corresponding admissible program con-
trol u(·) of the playerP , by following relation

Ψ(i)

τ,ϑ
(u(·)) = {v(i)(·) : v(i)(·) ∈ V(i)(τ, ϑ),

∀ t ∈ τ, ϑ− 1, v(i)(t) ∈ Ψ(i)
1 (u(t))}.

We introduce also the set

Ψτ,ϑ(u(·)) =
n∏

i=1

Ψ(i)

τ,ϑ
(u(·)).

Let for admissible time intervalτ,T ⊆ 0,T (τ <

T) the set Ŵ(τ) = 0,T × Rr×
n∏

i=1

Rsi is

the set of all admissibleτ -positions w(τ) =
{0, y(τ), z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈ 0,T×Rr×
n∏

i=1

Rsi of the playerP (Ŵ(0) = {w(0)} = Ŵ0 =

{w0}, w(0) = w0 = {0, y0, z
(1)
0 , z

(2)
0 , · · · , z

(n)
0 }).

Then, for estimating the quality of the control process
on theI level of control we define the following termi-
nal functional

α : Ŵ(τ)×U(τ,T)×V(τ,T)×Ξ(τ,T)×

×Ξ̂(τ,T) = Ω(τ,T, α) −→ E =]−∞,+∞[, (7)

and its values are defined by the following concrete re-
lation

α(w(τ), u(·), v(·), ξ(·), ξ̂(·)) =

= µ · γ̂(y(T)) +
n∑

i=1

µ(i) · β̂(i)(z(i)(T)). (8)

Where byy(T) = yT(τ,T, y(τ), u(·), v(·), ξ(·)) and
by z(i)(T) = z

(i)
T (τ,T, z(i)(τ), u(·), v(i)(·), ξ(i)(·))

we denote the sections of motions of objectI and ob-
ject IIi (i ∈ 1, n) respectively, at final (terminal) time
momentT on the time intervalτ,T; µ ∈ R1 and
µ(i) ∈ R1 (i ∈ 1, n) are defined numerical parame-
ters which satisfying following conditions:

µ ≥ 0; ∀ i ∈ 1, n, µ(i) ≥ 0;
n∑

i=1

µ(i) = 1− µ. (9)

Note, that the functionalŝγ andβ̂(i) for eachi ∈ 1, n
are the convex for all vectorsy ∈ Rr andz(i) ∈ Rsi

and each of them meets the corresponding Lipschitz
condition.
We denote bŷG(i)(τ) = 0,T×Rsi the set of all ad-

missibleτ -positionsg(i)(τ) = {τ, z(i)(τ)} ∈ 0,T ×
Rsi of the playerEi (i ∈ 1, n; Ĝ(i)(0) = {g(i)(0)} =
Ĝ(i)

0 = {g(i)
0 }, g(i)(0) = g

(i)
0 = {0, z

(i)
0 }), and by

Ĝ(τ) = 0,T ×
n∏

i=1

Rsi the set of all admissibleτ -

positiong(τ) = {τ, z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈
0,T ×

n∏
i=1

Rsi for all company of the playersEi, i ∈

1, n, or the playerE, for II level of control process
(Ĝ(0) = {g(0)} = Ĝ0 = {g0}, g(0) = g0 =
{0, z

(1)
0 , z

(2)
0 , · · · , z

(n)
0 }).

Then, for estimating the quality of the control process
by each playerEi (i ∈ 1, n) on theII level of control
process is define the corresponding following terminal
functional, namely

β(i) : Ĝ(i)(τ)×U(τ,T)×V(i)(τ,T)×

×Ξ(i)(τ,T) = Ω(i)(τ,T, β(i)) −→ E, (10)

and its values are defined by the following concrete re-
lation

β(i)(g(i)(τ), u(·), v(i)(·), ξ(i)(·)) =



= β̂(i)(z(i)(T)), (11)

where the terminal functional̂β(i) is from relation (8).
Note, that if we shall consider the functional

γ : Ŵ(τ)×U(τ,T)×V(τ,T)×Ξ(τ,T) =

= Ω(τ,T, γ) −→ E, (12)

and its values are defined by relation

γ(w(τ), u(·), v(·), ξ(·)) = γ̂(y(T)), (13)

and it functional estimate the quality on theII level of
the control process for playerP and dynamical system
(1)–(6) on time intervalτ,T by final phase states of the
objectI. Then if we consider the vector-functionalδ =
(γ, β(1), β(2), · · · , β(n)) such that it define by relation

δ : Ω(τ,T, γ)×
n∏

i=1

Ω(τ,T, β(i)) −→ En+1, (14)

and its(n+1) values for admissible on the time interval
τ,T realizations of all arguments are defined according
to relations (10)–(13) and we can assert that functional
α, which is defined by (7)–(9) and its convolution after
using the scalar’s method for vector functionals.
Then the aim of each playerEi (i ∈ 1, n) program

control process on fixed time intervalτ,T ⊆ 0,T (τ <
T) may be formulate in the following way. The player
Ei (i ∈ 1, n) using his information and control pos-
sibilities has interest in such result of control process
in dynamical system (1)–(6) on the time intervalτ,T
when functionalβ(i) which determined by relationship
(10) and (11) for each admissible realizations of hisτ -
positiong(i)(τ) = {τ, z(i)(τ)} ∈ Ĝ(i)(τ) (g(i)(0) =
g
(i)
0 ∈ Ĝ(i)

0 ) and program controlu(·) ∈ U(τ,T) of
the playerP on it time interval has minimal admissi-
ble value by means way using to choice his admissible
program controlv(i)(·) ∈ Ψ(i)

τ,T
(u(·)).

Then for realize it aim of the playerEi (i ∈ 1, n) we
can formulate the following multistep program mini-
max terminal control problem by objectIIi on theII
level of the two level hierarchical dynamical system
(1)–(6).
Problem 1. For fixed index i ∈ 1, n, time in-

terval τ,T ⊆ 0,T (τ < T), admissible on the
II level level of the two level hierarchical dynam-
ical system (1)–(6) realizationτ -position g(i)(τ) =
{τ, z(i)(τ)} ∈ Ĝ(i)(τ) (g(i)(0) = g

(i)
0 ∈ Ĝ(i)

0 ) of
the playerEi and admissible realization of the pro-
gram controlu(·) ∈ U(τ,T) of the playerP on the
I level of this control process it is required to find the

set V(i,e)(τ,T, g(i)(τ), u(·)) ⊆ Ψ(i)

τ,T
(u(·)) program

minimax controlsv(i,e)(·) ∈ Ψ(i)

τ,T
(u(·)) of the player

Ei corresponding the controlu(·) of the playerP and
it set is determine by following relation

V(i,e)(τ,T, g(i)(τ), u(·)) = {v(i,e)(·) :

v(i,e)(·) ∈ Ψ(i)

τ,T
(u(·)), c

(e)

β(i)(τ,T, g(i)(τ), u(·)) =

= max
ξ(i)(·)∈ Ξ(i)(τ,T)

{

β(i)(g(i)(τ), v(i,e)(·), u(·), ξ(i)(·))} =

= min
v(i)(·)∈ Ψ

(i)
τ,T

(u(·))
max

ξ(i)(·)∈ Ξ(i)(τ,T)
{

β(i)(g(i)(τ), v(i)(·), u(·), ξ(i)(·))}}, (15)

where functionalβ(i) is defined by relations (10) and
(11).
We call the set V(e)(τ,T, g(τ), u(·)) =
n∏

i=1

V(i,e)(τ,T, g(i)(τ), u(·)) which formed due

from solving of n problems 1 for i ∈ 1, n,
the set program minimax controls of the player
E on the II level of control process in dy-
namical system (1)–(6) and corresponding to it
the value of the vectorc(e)

β (τ,T, g(τ), u(·)) =

(c(e)

β(1)(τ,T, g(1)(τ), u(·)), c(e)

β(2)(τ,T, g(2)(τ), u(·)), ··,
c
(e)

β(n)(τ,T, g(n)(τ), u(·)))′ ∈ En we call as the
value of the result of the programm minimax control
of the playerE on the II level of control for this
control process. It should be noted that the number
c
(e)
β (τ,T, g(τ), u(·)) is concrete value of the vector

functionalβ = (β(1), β(2), · · · , β(n))′ which defined
by relationship (10) and such that may be determine
by following mapping

β :
n∏

i=1

Ω(i)(τ,T, β(i)) −→ En,

where for each indexi ∈ 1, n the value of the func-
tionalβ(i) is defined by formula (11). Note, that we can
use the vector functionalβ as quality test of behavior of



the playerE (or company of all playersEi, i ∈ 1, n)
on theII level of the control process in situation when
all playersEi, i ∈ 1, n have common aim and they
organize common coalition.
At the corresponding of the definitions and assump-

tions made above about parameters and information
relations for dynamical systems (1)–(6), the aim of
the playerP which define theI level at realization
of considered two-level program control process in
its system on the time intervalτ,T ⊆ 0,T (τ < T),
respectively by the objectI andIIi, i ∈ 1, n may be
formulate in the following way. The playerP using
his information and controls possibilities interested
in such result of realization the program two-level
control process for dynamical system (1)–(6) on the
time interval τ,T when functional α determined
by relation (8) for each admissible hisτ -position
w(τ) = {τ, y(τ), z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈
Ŵ(τ) (w(0) = {0, y0, z

(1)
0 , z

(2)
0 , · · · , z

(n)
0 } =

w0 ∈ Ŵ0) has minimal admissible value
using choice his admissible program control
u(·) ∈ U(τ,T) and program minimax control
v(e)(·) = {v(1,e)(·), v(2,e)(·), · · · , v(n,e)(·)} ∈
V(e)(τ,T, g(τ), u(·)) of the player E (its
forming by players Ei, i ∈ 1, n from solv-
ing n problems 1 for i ∈ 1, n) which sub-
ordinate of the player P (where τ -position
g(τ) = {τ, z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈ Ĝ(τ)
(g(0) = {0, z

(1)
0 , z

(2)
0 , · · · , z

(n)
0 } = g0 ∈ Ĝ0) and

defined the phase states of all objectsIIi, i ∈ 1, n on
the II of control process at time momentτ is form
from τ -positionw(τ)).
Below, for realization of it aim of the playerP corre-

sponding byI level of considered control process we
formulate following programm minimax terminal con-
trol problem of the objectsI andIIi, i ∈ 1, n on the
I level of control process in two-level hierarchical dy-
namical system (1)–(6).
Problem 2. For fixed time interval τ,T ⊆

0,T (τ < T) and admissible on theI level
of the two-level hierarchical dynamical system
(1)–(6) of the realization τ -position w(τ) =
{τ, y(τ), z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈ Ŵ(τ)
(w(0) = {0, y0, z

(1)
0 , z

(2)
0 , · · · , z

(n)
0 } = w0 ∈ Ŵ0) of

the playerP it is required the setU(e)(τ,T, w(τ)) ⊆
U(τ,T) of the program minimax controls of the player
P which determine by following relation

U(e)(τ,T, w(τ)) = {u(e)(·) : u(e)(·) ∈ U(τ,T),

c(e)
α (τ,T, w(τ)) = min

v(e)(·)∈V(e)(τ,T,g(τ),u(e)(·))
{

max
ξ(·)∈Ξ(τ,T)
ξ̂(·)∈Ξ̂(τ,T)

α(w(τ), u(e)(·), v(e)(·), ξ(·), ξ̂(·))} =

= min
u(·)∈U(τ,T)

min
v(e)(·)∈V(e)(τ,T,g(τ),u(·))

{

max
ξ(·)∈Ξ(τ,T)
ξ̂(·)∈Ξ̂(τ,T)

α(w(τ), u(·), v(e)(·), ξ(·), ξ̂(·))}. (16)

Where the functional α defined by rela-
tions (7) and (8); τ -position g(τ) =
{τ, z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈ Ĝ(τ)
(g(0) = {0, z

(1)
0 , z

(2)
0 , · · · , z

(n)
0 } = g0 ∈ Ĝ0) of

theE formed due fromτ -positionw(τ) of the player
P and determine the realization at time moment
τ the phase states all the objectsIIi, i ∈ 1, n on
the II level of control process at dynamical system
(1)–(6) and the setV(e)(τ,T, g(τ), u(·)) = {v(e)(·) =
{v(1,e)(·), v(2,e)(·), · · · , v(n,e)(·)}} ⊆ Ψτ,T(u(·))
admissible programm minimax controls of the player
E for II level of considered control process at dy-
namical system (1)–(6) for all realizationsτ -position
g(τ) ∈ Ĝ(τ) (g(0) = g0 ∈ Ĝ0) of the playerE
and programm controlu(·) ∈ U(τ,T) of the playerP
formed from solving of the problems 1 for all values
of the parameteri ∈ 1, n.
The setU(e)(τ,T, w(τ)) ⊆ U(τ,T) which is form-

ing from solving of the problem 2 we call the set of op-
timal programm minimax controls of the playerP on
I level of the control process at dynamical system (1)–
(6) and corresponding to it the numberc

(e)
α (τ,T, w(τ))

we call the value of the result of the programm mini-
max control for playerP on theI level of this control
process.
On the base of formulated the problems 1 and 2 we

consider following problem.
Problem 3. For fixed time interval τ,T ⊆

0,T (τ < T) and admissible on theI level of
the control in two-level hierarchical dynamical
system (1)–(6) realization theτ -position w(τ) =
{τ, y(τ), z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈ Ŵ(τ)
(w(0) = {0, y0, z

(1)
0 , z

(2)
0 , · · · , z

(n)
0 } = w0 ∈ Ŵ0)

of the player P and admissible on theII level
of the control process of it system the realization
τ -position g(τ) ∈ Ĝ(τ) (g(0) = g0 ∈ Ĝ0) of
the playerE which formed due from theτ -position
w(τ) and admissible realization of the optimal pro-
gram minimax controlu(e)(·) ∈ U(e)(τ,T, w(τ))
of the player P on the I level of it control pro-
cess, which formed from solving the problem 2
is is required the setV̂(e)(τ,T, g(τ), u(e)(·)) ⊆
V(e)(τ,T, g(τ), u(e)(·)) ⊆ Ψτ,T(u(e)(·))
of the optimal program minimax controls
v̂(e)(·) = {v̂(1,e)(·), v̂(2,e)(·), · · · , v̂(n,e)(·)} ∈
V(e)(τ,T, g(τ), u(e)(·)) of the player
E for the II level of the control pro-
cess and vector c

(e)
β (τ,T, g(τ), u(e)(·)) =

(c(e)

β(1)(τ,T, g(1)(τ), u(e)(·)), c(e)

β(2)(τ,T, g(2)(τ),

u(e)(·)), · · · , c
(e)

β(n)(τ,T, g(n)(τ), u(e)(·)))′ ∈ En of



optimal value of the result of the program minimax
control for the playerE on theII level of control pro-
cess for considered dynamical system corresponding
the controlu(e)(·) of the playerP and determine by
relations:

V̂(e)(τ,T, g(τ), u(e)(·)) = {v̂(e)(·) : v̂(e)(·) ∈

∈ V(e)(τ,T, g(τ), u(e)(·)), c(e)
α (τ,T, w(τ)) =

= max
ξ(·)∈Ξ(τ,T)
ξ̂(·)∈Ξ̂(τ,T)

α(w(τ), u(e)(·), v̂(e)(·), ξ(·), ξ̂(·)) =

= min
v(e)(·)∈V(e)(τ,T,g(τ),u(e)(·))

max
ξ(·)∈Ξ(τ,T)
ξ̂(·)∈Ξ̂(τ,T)

{

α(w(τ), u(e)(·), v(e)(·), ξ(·), ξ̂(·))}; (17)

∀ i ∈ 1, n : c
(e)

β(i)(τ,T, g(i)(τ), u(e)(·)) =

= max
ξ(i)(·)∈Ξ(i)(τ,T)

{

β(i)(g(i)(τ), v̂(i,e)(·), u(e)(·), ξ(i)(·))} =

= min
v(i)(·)∈Ψ

(i)
τ,T

(u(e)(·))
max

ξ(i)(·)∈Ξ(i)(τ,T)
{

β(i)(g(i)(τ), v(i)(·), u(e)(·), ξ(i)(·))}. (18)

Note, that we may consider solutions of formulated
problems 1–3 which in union are determined the prob-
lem of two-level programm minimax terminal control
in hierarchical discrete-time dynamical system (1)–(6).
Then the general scheme of realization the pro-

cess program minimax terminal control in two-
level hierarchical dynamical system (1)–(6) for
all fixed and admissible time intervalτ,T ⊆
0,T (τ < T) and realizationτ -position w(τ) =
{τ, y(τ), z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈ Ŵ(τ)
(w(0) = {0, y0, z

(1)
0 , z

(2)
0 , · · · , z

(n)
0 } = w0 ∈ Ŵ0)

of the playerP on the I level of the control pro-
cess and corresponding of itτ -position g(τ) =
{τ, z(1)(τ), z(2)(τ), · · · , z(n)(τ)} ∈ Ĝ(τ) (g(0) =
{0, z

(1)
0 , z

(2)
0 , · · · , z

(n)
0 } = g0 ∈ Ĝ0) of the playerE

on theII level of the control process we can describe
in the form of following sequence of actions:
1) for all fixed of the controlu(·) ∈ U(τ,T) of the

playerP on theI level of the control process and index
i ∈ 1, n from solution of the corresponding problem 1
its forming the setV(i,e)(τ,T, g(i)(τ), u(·)) of the pro-
gramm minimax controls of the playerEi and the num-
ber c

(e)

β(i)(τ,T, g(i)(τ), u(·)) which is the value of the
result of the program minimax control for this player on
theII level of the control process which corresponding
of the controlu(·) and satisfying of the relation (15); on
the base of this elements and from solution ofn prob-
lems 1 for all values of indexi ∈ 1, n we form the set
V(e)(τ,T, g(τ), u(·)) and vectorc(e)

β (τ,T, g(τ), u(·));
2) from solution of the problem 2 are forming the set

U(e)(τ,T, w(τ)) of the optimal program minimax con-
trols of the playerP on theI level of the control pro-
cess and numberc(e)

α (τ,T, w(τ)) which is value of the
result of the program minimax control of the playerP
on theI level of the control process and satisfying the
relation (16);
3) for any optimal program minimax controlu(e)(·) ∈

U(e)(τ,T, w(τ)) of the playerP on the I level of
the control process from solution of the problem 3
are forming the set̂V(e)(τ,T, g(τ), u(e)(·)) and vector
c
(e)
β (τ,T, g(τ), u(e)(·)).

4 CONCLUSION
In conclusion we note, that the concrete algorithm

for realization of two-level hierarchical minimax pro-
gram terminal control process in discrete-time dynam-
ical system (1)–(6) can be described on the base of the
algorithms for solving program terminal control prob-
lem which are proposed in works [Shorikov, 1997] and
[Shorikov, 2005].
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