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Abstract

This paper is devoted to the problem of maintaining the integrity of navigation systems (NS’s) of maneuverable aircraft under real noise environment. The proposed solution of this problem relies on the potentialities of hardware and algorithmic redundancy when constructing the loops for primary and secondary signal processing. Such a redundancy permits one to improve the reliability of estimation of NS state parameters under uncertainty and also to ensure the mutual support of NS’s if critical situations occur. Hardware redundancy is assumed to be attained by the integration, into a unified navigation-time space, of air data, inertial, and satellite measuring channels. It is also assumed that algorithmic redundancy is achieved by the integration, into a single information space, of  procedures for adaptive robust signal processing and combined procedures for detecting and counteracting outliers and failures, too. The results of experimental studies are given, which corroborate the effectiveness of applying the proposed approach in practice. 
1 Introduction

This paper relating to the domain of noise-immune navigation reveals the possibilities of using the methods of  multilevel  signal processing for improving the objectivity of monitoring the integrity of functionally bound airborne systems and also the reliability of state estimation of such systems.
The term “integrity”, as applied to a navigation system (NS), reflects the ability of the NS to maintain the required operational characteristics irrespective of its operation conditions.

The familiar solutions of this problem  rely on the detection of failed components, the elimination of such components from the structure, and on the restoration of serviceability of NS’s by means of hardware reconfiguration. The implementation of such an approach calls for a substantial hardware redundancy which seems to be impossible in a number of cases.  Redundancy reduction may result both in a breach of  continuity of navigational support and in a violation of air navigation safety. One possible approach to the solution of this particular problem is based on the integration of NS’s, i.e., when their integrity is ensured by the mutual support of measuring means that are physically different in nature. Such an interaction of the NS’s with each other allows one to retain or to reduce gradually their performance qualities if critical situations occur and noise conditions change. In tightly-coupled NS’s, the mutual support is implemented at the level of the primary signal processing.  
At present, the theoretical foundation for the integration of NS’s is the mathematical apparatus of the extended Kalman filtering (EKF) and decision theory. However, under the conditions of statistical and parametric uncertainty, the realization of integration characteristics of NS’s on the basis of such a mathematical apparatus involves a number of difficulties caused by the possible loss in integrity of the signal processing system itself. 
By the integrity of  an integrated data processing (IDP) system is meant the state of this system such that the required estimation reliability of navigational parameters is ensured. The reliability, in its turn, is characterized by the no-divergence condition of the EKF, i.e., by the condition where the estimates obtained fit their predicted mean-square values  adequately. This gives grounds to include, in the structure of the IDP system, the following loops intended for the protection of the EKF from its divergence [Chernodarov, Kozhenkov, Rogalev, 1996]:

· a robust-protection loop which minimizes the risk of losing the integrity in circumstances where the actual and “simulated”, i.e., a  priori assumed, distribution laws for the generalized state parameters of the IDP system are inconsistent with each other;

· an adaptive-protection loop which provides the parametric tuning, for the actual operation conditions, of the  IDP system having a robust risk-oriented architecture. 

The technique used to unite, in the interests of counteracting the uncertainty, the above-mentioned loops into an integrated structure relies on the theory of optimization of stochastic systems on the basis of nonclassical cost  functionals. 
The purpose of this paper is to justify a single methodology of counteracting the uncertainty and protecting the integrity of   NS’s at the level of primary and  secondary processing.
In the tightly-coupled NS, protection of the integrity is ensured by their mutual support at the level of both secondary (SDP) and preliminary (PDP) data processing. Traditionally, in the SDP loop, the inertial NS is a master NS,  and, in the PDP loop, the satellite NS  is a master NS. 
A technology for the monitoring and protection of the NS integrity at the level of secondary signal processing was discussed, for example, in [Chernodarov, Djandjgava, Rogalev, 1999]. In the present paper, in order for operational characteristics of inertial NS’s to be improved, we propose that in the primary processing of the signals of sensors, i.e., of gyros and accelerometers, outside information should be used.     
2 Structure of  a  System for the  Primary Processing of  Inertial-Sensor Signals with Integrity Protection Contour
The current state of the art in the monitoring theory [Patton, Frank, Clark, (1989), Gertler, (1998)] is characterized by a wide use of the methods of optimal Kalman filtering.  As in known, estimation systems that are Kalman ones in structure include loops intended for parameters prediction and for their updating on the basis of observation processing. When implementing the prediction loop, provision should be made for models that reflect variations in sensor output signals between the sessions where observations are formed. We propose that such models should be constructed, on a real-time basis, from the moving sample of readings of sensor signals by the use of the Chebyshev orthogonal polynomials. In view of the smoothing properties of the Chebyshev polynomials, it is apparently also possible to perform preliminary restoration of the valid signal at the prediction stage. Updating of the predicted signal and estimation of the instrumental drifts of sensors are realized from the processing of observations. As observations, we propose that the residual between the predicted and actual sensor signals should be used, along with the appropriate invariants. The invariants can be “a priori” known physical quantities, such as a change in the rotation angle of an inertial measurement unit, a change in the sensor output signal of the appropriate order, etc. Based on the polynomial and temporal filtering of sensor signals, it is apparently possible to realize monitoring procedures for inertial measurement units according to the combined goodness-of-fit test 
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 [Chernodarov, Patrikeev, 2003]. The use of such a test permits one to recognize outliers against the background of failures, to improve monitoring reliability, and to ensure strapdown inertial navigation system (SINS)  integrity.

The block diagram of the proposed system for primary signal processing, together with the loop intended to monitor and estimate sensors condition of a fiber-optic gyros (FOGs) inertial measurement unit (IMU) is shown in Fig.1. The necessity of protecting SINSs built around FOGs from discordant signals is connected with the fact that fiber optic tools intended to measure angular-rotation rate are highly sensitive to external disturbances.
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Fig.1 Tightly-coupled scheme for the NS integrity protection at the level of the primary signal processing 
In Fig.1 the following notation is introduced: 
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 at the i-th step after the j-th component and the whole vector 
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 are the angular error of the FOG and its instrumental drift at the i-th instant of time 
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 is a scaling parameter;  
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 N  is the number of FOG signal readings on a moving time interval; OKF is an optimal Kalman filter; RKF is a robust modification [Chernodarov, Kozhenkov, Rogalev, 1996]  of the  Kalman filter; 
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 is the delay by one bit; 
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 is the rotation angle (an invariant) of the IMU оy-axis in the inertial space over the time 
[image: image28.wmf]n

i

i

n

t

t

t

-

-

=

D

 when the base has no motion with reference to the Earth.
In the block diagram (see Fig.1), the parameter 
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 is formed using the current residual and it reflects
the current status of j-th channel of the vector of observations. If it is out of the tolerance 
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 , this fact may be associated both with outliers and with failures. The parameter Fj  is the quotient of the actual and predicted variance of the residual. It is formed over an averaged range of values of the residual on a moving time interval. Therefore, if it is out of the tolerance
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 , this fact may be associated with a gradual failure.

In accordance with the block diagram depicted in Fig.1, in the absence of discrepancy, the residual 
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is processed by an EKF, whereas a failure is counteracted by connecting a redundant channel, and an outlier is counteracted by the  robust processing of the residual with the use of the influence function 
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 [Chernodarov, Kozhenkov, Rogalev, 1996].  This function defines the level of confidence in incoming measurements.
3 Some Peculiarities of the Elaboration of System for the Secondary Processing of Navigation Signals with Integrity Protection Contour
During the secondary data processing [Chernodarov, Djandjgava, Rogalev, 1999] the parameters are formed, which describe the translational and rotational motion of an object in a navigational coordinate frame.

At present, it is considered that, in order for the above-mentioned problem to be solved, the use of dissimilar (in the principle of operation) measuring devices and the unification, into an integrated structure, of these devices on a basis of the procedures of extended Kalman filtering is justified. Therefore, the necessity arose of  protecting the integrity of a system for secondary integrated data processing (SIDP). By the integrity of an SIDP system, in this case, is meant the state of the system such that the reqired estimation reliability of navigational parameters is ensured. The reliability, in its turn, is characterized by the no-divergence condition of the EKF [Fitzgerald, 1971], i.e., by the condition where the estimates obtained fit their predicted mean-square values adequately. This gives grounds to consider the loops intended for AR-protection of the EKF from divergence as a means for the maintenance of the integrity of an SIDP system.
A tightly-coupled scheme for the NS integrity protection and damping of IMU errors at the level of secondary processing is shown in Fig. 2, where the following notation is introduced: 
[image: image34.wmf]IMU

Y

 is the vector of parameters that are reckoned by the IMU; 
[image: image35.wmf]GPS

Y

 is the vector of parameters that are reckoned by the GPS; z is the vector of observations; 
[image: image36.wmf]x

ˆ

 is the vector of estimates of INS errors; 
[image: image37.wmf]x

K

 is a damping coefficient.

[image: image101.wmf]2

h

-

=

j

j

F

e


  Fig. 2.  Tightly-coupled scheme for the  NS integrity protection at the level of secondary signal processing
4  Justification  of the Structure of a Robust Modification of the U-D Kalman  Filter
      Following [Huber, 1981], by «robustness» we shall here mean the nonsensitivity of an estimating filter to small deviations from the assumptions regarding the models of the errors of sensors such as a gyroscope, an accelerometer, a pseudorange sensor, and a pseudovelocity sensor. As for integrated NSs, this assumption is chiefly that the noise of sensors is Gaussian in character. That is why, a need arises for protecting the filter from outlying observations the errors of which are anomalous with reference to the Gaussian distribution. Present-day approaches  to the solution of the above problem rely on the application of the influence function ψ, which defines the level of confidence in incoming observations. Such a function can be formed for the normalized residual 
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For the normalized residual, one can not only form the robust-likelihood function ρ(β) but one can also perform the optimization of the estimates
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The solution of the problem (1), in view of the constraint    
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    (2)

is an algorithm for robust estimation. The above algorithm is available in the Kalman-Joseph (KJF) form in      [Chernodarov, Goroshko, Kozhenkov, (1994)]. As an alternative to the KJF, the numerically stable U-D filter finds application, too [Bierman, 1977]. The structure of such a filter is formed on a basis of the following representation of the covariance matrix: 
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, where Ui/i is an upper triangular 
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 matrix with unity diagonal elements; Di/i is a diagonal matrix. In this case, when the Riccati equation is solved for the matrices Ui/i and Di/i , the extraction of square roots is not needed. At the same time, positive properties of the triangular factorization 
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are retained. At present, the U-D technology is considered to be basic  when onboard EKF modifications are constructed.  The mapping of such an algorithm onto the robust KJF structure has the following form:

Prediction:
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Tuning:
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 are the estimates of the state vector  x at the i-th step after the j-th component and the whole vector zi of observations are processed, respectively;  MWGS is the procedure [Bierman, 1977], intended to transform the aggregate of matrices 
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The JBF-algorithm presented here has an open architecture that enables extending the capabilities of tools that are designed for protecting the integrity of estimating filters.

The functions 
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 can be formed with due regard for «a priori» assumptions as to the distribution laws of the valid signal and noise. Selection of the values of the above functions relies on necessary conditions [Mehra, 1970] for the filter to be divergence-free, namely:
(a) the generalized parameter has the Gaussian distribution 
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For the random variable 
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Thus, to the proper functioning of the filter can be put into correspondence the inequality 
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and also the following values of the functions:
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The violation of inequality (5) may be caused both by disorder in the normal operation of the filter and by the presence of discordant observations. In robust statistic [Huber, 1981], Gaussian random variables having «outliers» are described by the Laplace distribution.

The following functions can be made to correspond to such a distribution and to off-design conditions of the filter operation:
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The vagueness of boundaries between anomalous and conditioned signals can be taken into account by application of the mathematical apparatus of fuzzy sets [Simon, 2002]. Such a mathematical apparatus enables one to formalize the uncertainty with the use of fuzzy numbers and their respective membership functions. Specifically, using a symmetric triangular form for description of membership functions, we can allow for the fuzziness of the classification of residuals by means of the appropriate reduction of weight coefficients in the vicinity of the tolerance of 
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where 
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Relying on the results of [Wu W.–R. (1993)], the following relations can be shown to hold for the normalized residual βj:
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where 
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In view of the approximation 
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[image: image102.wmf]The influence function and its derivative, which reflect the assumptions considered are shown in Fig.2.
Fig. 2.       Diagram for the control of an estimating filter with an influence function
In this paper, the coupling between the loops for primary and secondary signal processing will be demonstrated when protecting the integrity of an integrated strapdown inertial satellite navigation system built around fiber-optic gyros [Udd, 2006]. The results of testbed and full-scale experiments will be presented, which reflect the effectiveness of applying the proposed approach.  

References
Bierman G.J. (1977). Factorization methods for discrete sequential estimation. – N.Y.: Academic Press.  
Chernodarov A.V., Goroshko A.A., Kozhenkov L.Yu. ( 1994). Adaptive robust U-D filtering and its application when integrating global navigation systems [in Russian]  //  Mathematical Support for Problems of Control, Evaluation, and Identification of Aircraft and Their Systems. – M.: Zhukovsky Air Force Engineering Academy,     pp. 51-60.

Chernodarov A.V., Kozhenkov L.J., Rogalev A.P., et. al. (1996). Adaptive Robust U-D Filters  for  Integrated       Navigation  Systems // Proc.  of  the 3rd Saint Petersburg International Conference on Integrated Navigation Systems. – SPb: CSRI «Electropribor»,  part 2, pp. 27-31.                                                                           Chernodarov, A.V., G.I. Djandjgava and A.P. Rogalev (1999). Monitoring and adaptive robust protection of the       integrity of air data inertial satellite navigation systems for maneuverable aircraft // Proc. of the RTO SCI International Conference on Integrated Navigation Systems, held at “Electropribor”, St. Petersburg, RTO-MP-43, Neuilly-sur-Seine Cedex, France, pp. 21/1-10.                                                                                                                                            Chernodarov A.V., Patrikeev A.P., et. al. (2003). Intercalibration and diagnosis of electromechanical and laser inertial measurement units in integrated navigation systems // Proc. Of the 10 th  Saint Petersburg Conference on Integrated Navigation Systems. – SPb: CSRI «Electropribor», pp. 81-90.                                                                                                                                                                                                            Fitzgerald R.J. (1971).  Divergence of the Kalman filter // IEEE Trans. on Automatic   Control, Vol.16,  № 6,       pp. 736-747.                                                                                                                                                                         Gertler J.J. (1998). Fault Detection and Diagnosis in Engineering Systems. – N.Y.: Marcel Dekker.                                                HuberP.J.(1981). Robust statistics. – N.Y.: Wiley.                                                                                                                                         Korolyuk V.S., Portenko N.I., Skorokhod A.V. and Turbin A.F. (1985). A handbook of probability theory and mathematical statistics [In Russian]. – M.: Nauka, GRFML.                                                                                                                Mehra R.K. (1970). On the Identification of variances and adaptive Kalman filtering // IEEE Trans. on Automatic Control,  vol. 15, №2, pp. 175-184.                                                                                                                          Patton R.J., Frank P.M., Clark R.N. (1989). Fault Diagnosis in Dynamic Systems – Theory and Application. –   N.Y.:  Prentice Hall.                                                                                                                                                                                                                                                                                                       

Simon D. (2002). Training fuzzy systems with extended Kalman filter. – In: Fuzzy sets and systems // Proc. of the Elsevier science,  №3806, pp. 1-11.                                                                                                                              Wu W.–R. (1993).Target tracking with glint noise // IEEE Trans. on Aerospace and Electronic systems, vol. 29, №1, pp. 174-185.

     Udd E., et. al.  (2006). Fiber Optic Sensors.  An Introduction for Engineers and Scientist. − N.Y.: J. Wiley & Sons.       
[image: image100.emf] 

  +  

( - )  

n y

t

 

  +  

0



j

e

  +  

НК  

k

t



  +  

  +  

  +  

( - )  

( - )  

2 2

   

j j

d

n

P





Z



Z

нет  

отказ  

да  

0



j

d

   Реконфигурация  

ИИМ  

В   О   Г  

k

t



i





1 /

ˆ





i i



i i /

ˆ





  Компенс ация  

i i

x

/

ˆ

  РФК  

  ОФК  

Оценка  уровня  надежности  

y



нет  

сбой  

да  

2

  

j j

F e


� EMBED Equation.3  ���





yes





outlier











no





outlier





uncertainty





conditioned           signals





uncertainty





outlier� EMBED Equation.3  ���





(–)





 +





� EMBED Equation.3 ��� 





z





� EMBED Equation.3 ���





(–)





� EMBED Equation.3 ���





 +





RKF





GPS





(–)





 +





IMU





� EMBED Equation.3 ���





� EMBED Equation.3 ���








-6





6





3





-3





-1





1





-3





    (





(





-1





1





� EMBED Equation.3 ���





    (





� EMBED Equation.3  ���





Reliability Level Estimation





 EKF





 RKF





� EMBED Equation.3  ���





 Compensation





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





F  OG  





IMU





  Reconfiguration





� EMBED Equation.3  ���





yes





failure





no





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





(-)





(-)





 +





 +





 х





� EMBED Equation.3  ���





GPS





 x





� EMBED Equation.3  ���





 +





� EMBED Equation.3  ���





(-)





 +


























































































































[image: image103.wmf]x

K

[image: image104.wmf]x

ˆ

[image: image105.wmf]GPS

Y

[image: image106.wmf]IMU

Y

ˆ

[image: image107.wmf]IMU

Y

[image: image108.wmf]y

¢

[image: image109.wmf]y

W

[image: image110.wmf]i

i

x

/

ˆ

[image: image111.wmf]i

i

/

ˆ

Q

&

[image: image112.wmf]1

/

ˆ

-

Q

i

i

&

[image: image113.wmf]i

Q

&

[image: image114.wmf]n

t

D

[image: image115.wmf]0

>

j

d

[image: image116.wmf]W

Z

[image: image117.wmf]Q

&

Z

[image: image118.wmf]n

P

[image: image119.wmf]2

2

g

b

-

=

j

j

d

[image: image120.wmf]n

t

D

[image: image121.wmf]0

>

j

e

[image: image122.wmf]n

y

t

D

W

[image: image123.wmf]n

y

t

D

W

[image: image124.wmf]0

>

j

e

[image: image125.wmf]2

2

g

b

-

=

j

j

d

[image: image126.wmf]n

P

[image: image127.wmf]Q

&

Z

[image: image128.wmf]W

Z

[image: image129.wmf]0

>

j

d

[image: image130.wmf]i

Q

&

[image: image131.wmf]1

/

ˆ

-

Q

i

i

&

[image: image132.wmf]i

i

/

ˆ

Q

&

[image: image133.wmf]i

i

x

/

ˆ

[image: image134.wmf]y

W

[image: image135.wmf]2

h

-

=

j

j

F

e

[image: image136.wmf]n

t

D

_1289146560.unknown

_1289150310.unknown

_1289238357.unknown

_1293478603.unknown

_1293478624.unknown

_1293478688.unknown

_1293478696.unknown

_1293478712.unknown

_1293478716.unknown

_1293478703.unknown

_1293478692.unknown

_1293478651.unknown

_1293478655.unknown

_1293478628.unknown

_1293478612.unknown

_1293478620.unknown

_1293478607.unknown

_1293456235.unknown

_1293478585.unknown

_1293478597.unknown

_1293478575.unknown

_1289238359.unknown

_1293375483.unknown

_1293456054.unknown

_1289238358.unknown

_1289232469.unknown

_1289233950.unknown

_1289233952.unknown

_1289235294.unknown

_1289238272.unknown

_1289235290.unknown

_1289235292.unknown

_1289233953.unknown

_1289233951.unknown

_1289232471.unknown

_1289233949.unknown

_1289232470.unknown

_1289190789.unknown

_1289192589.unknown

_1289193056.unknown

_1289193352.unknown

_1289192667.unknown

_1289191928.unknown

_1289192556.unknown

_1289191940.unknown

_1289191750.unknown

_1289191834.unknown

_1289190912.unknown

_1289191512.unknown

_1289190854.unknown

_1289150312.unknown

_1289150313.unknown

_1289150311.unknown

_1289146568.unknown

_1289146576.unknown

_1289146629.unknown

_1289146633.unknown

_1289146635.unknown

_1289150309.unknown

_1289146637.unknown

_1289146634.unknown

_1289146631.unknown

_1289146632.unknown

_1289146630.unknown

_1289146627.unknown

_1289146628.unknown

_1289146577.unknown

_1289146572.unknown

_1289146574.unknown

_1289146575.unknown

_1289146573.unknown

_1289146570.unknown

_1289146571.unknown

_1289146569.unknown

_1289146564.unknown

_1289146566.unknown

_1289146567.unknown

_1289146565.unknown

_1289146562.unknown

_1289146563.unknown

_1289146561.unknown

_1289146410.unknown

_1289146418.unknown

_1289146556.unknown

_1289146558.unknown

_1289146559.unknown

_1289146557.unknown

_1289146554.unknown

_1289146555.unknown

_1289146419.unknown

_1289146414.unknown

_1289146416.unknown

_1289146417.unknown

_1289146415.unknown

_1289146412.unknown

_1289146413.unknown

_1289146411.unknown

_1289144733.unknown

_1289146404.unknown

_1289146406.unknown

_1289146409.unknown

_1289146405.unknown

_1289145083.unknown

_1289146400.unknown

_1289145082.unknown

_1289143153.unknown

_1289143161.unknown

_1289143163.unknown

_1289143167.unknown

_1289143169.unknown

_1289143170.unknown

_1289143168.unknown

_1289143166.unknown

_1289143162.unknown

_1289143158.unknown

_1289143159.unknown

_1289143155.unknown

_1289143149.unknown

_1289143150.unknown

_1289143133.unknown

