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Abstract—The problem of choice of optimal inputs for Next, we describe an algorithm of solution of the problem
control system parameters identification is studied. The un- in the case of the system described by nonlinear ODE with
certain items are assumed to be unknown but bounded, the ,ncertain parameters in the right-hand side of the equation. In

problem is treated in the framework of guaranteed (set- thi th t ith disturb Vi t
membership) approach. The goal of input design is to get IS case the systems wi ISturbances only in measuremen

maximum information about system parameters from available ~€quation are considered. In the last part the linear systems
observations. The integral of information function over the set with disturbances in measurement and system equations are
of a priori constraints on parameters is considered as a criterion  regarded.
of optimality.

Il. LINEAR MODELS

. INTRODUCTION . . . :
Consider the linear model, connecting available for mea-

Generally differential equations used for modelling ofsurement outpuy with unknown vector of parameters=
physical and mechanical systems contain unknown parary, ..., ¢,,) under the equation
eters, which are estimated on the basis of information m
prowd_ed by mdwept egpenmental ob_serva}nons. The goal of y = Zqiai(u) te
experimental design is to get maximal information about Pl

system parameters from available observations. The cofy. . .
. . o erea; : U — H are given maps from the given set of
ventional approach to the experiments design is based on } :
: : control parameter®/ to the real Hilbert spacél, ¢ € H is
stochastic models for uncertain parameters and measuremgnt .

. freated as a measurement errog, & U is a control.
errors. An alternative guaranteed approach states from deter—Assume that all advance information erandé is qiven
ministic model of uncertainty with set-membership descrip*—J the conditions 9 $isg
tion of the uncertain items [1-5]. These items are considered
to be unknown but bounded with preassigned bounds. Suchy = (q1, . qm) EQ CR™, (€= ={€:(¢) <1},
model of uncertainty arises in many applied problems of (1)
information processing in physics. Within the framework ofyhere (-,-) is an inner product inH, Q is a compact
guaranteed approach the set of parameters, consistent Wit in R™. An experimental design problem consists of
the system equations, measurements, and a priori constraii{® stages. The fist one is the identification problem, the
called information (feasible) set is considered as the solutiafecond is the choice of optimal input, providing the best
of estimation problem. ~ quality of identification. The identification problem is related

In this paper we consider the problem of optimal inputo an estimation of unknown value af on the basis of
choice [6] for guaranteed estimation of the parameters @fieasurement of the outpyt The solution of this problem
dynamic system on the basis of indirect observation. Thi the information (feasible) set [2,5] consisting of all values
information sets in the problem may be described as thsf ¢ consistent with the results of measurement and a priori
level sets for so-called information function (informationdata.
state) [5,7,8]. An information function is defined as a value Let y, u are given. An information set is determined as

function for a certain auxiliary optimal control problem. Thefollows

integral of information function over the set of a priori m
constraints on parameters is considered as a criterion @(y7u) ={geQ:3¢ (<1, y= Zqiai(u) + £}
optimality. This allows to avoid, when designing an optimal i1

input, the immediate construction of information sets. It is

shown that considered problem may be reduced to an optim-gi'

control problem for the trajectory tubes of the system. The quality of identification usually is characterized by the

The paper consists of three parts. First, we consider tﬁ’é‘lﬁ:ﬁ of lsome fscalar&mcgpnﬁl(dc_)(y,qi)), Wh'CT IS def:cntid i
input design problem for a linear model in Hilbert space " the class of Sets. A radius, diameter or volume ot the se

order to clarify the details of the scheme used in the papemay be considered as a suph functlo_nal.
The problem of optimal input choice takes on the fol-
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e set() contains an unknown true value @f



Here the maximum is taken in all possible valuesyofor, Problem 2: Find v € U, maximizing the functional
equivalently, in all pairsy, £, satisfying constraints.

A disadvantage of such approach is a necessity of con-  12(¢",u) = inf /V (a,y"(¢", & u), w)dulq).  (4)
structing of information sets for calculation of optimal inputs.
The solution of last problem requires a laborious computing Problem 3: Find u € U maximizing the functional
procedures (especially in the case of nonlinear identification e
problems, where an information set may be nonconvex or I3(u) = - quf EQ/V(qu (¢%, & u),u)dp(q). ()
even nonconnected).

Further we modify the statement of the problem in order to
avoid the direct constructing of information sets in the pro- K={keR™: k €{0,1},i=1,..,m},
cess of calculation of optimal input. The proposed approach ]
is based on the notion of information function (informatio? € R™. For ¢ € R™ denote asp*(q) a vector with
state) of the problem. In the case of linear model this functloﬁoord'”ate% = (-1)"g;, i=1,..,m. TheQ g is said to

Introduce the foIIowing definitions. Let

V(y,u,q) is determined by the equality be symmetrical, if fromy € Q foIIows thatp*(¢—q)+q € Q
for every k € K. For the setF C () denote
V(y,u,q) Zqz )y — Y aia' (w). Ef =p"E-q) +q.
_ _ = It is obvious, that for measurabl& the setE* is also
Obviously, under given:, y measurable; i) g is symmetricalE* c Q.
A B . Assumption 1:There existg; € @ such that the sef and
Qly,u) ={e€Q:Viyu,q) <1} the measure: are g-symmetrical.
If for the controlsa, @ under giveny Let assumptioff] holds. Denot&) = @ — g, asp: denote the
measure), defined by the equalityi(E) = u(E + q).
V(y,a,q) < V(y,a,q) 2 Let
. . . m , m ]
for everyq € Qi then Q(y,z_l) - Qy, 0). Hencew is more j=y— Z@’al(u) _ Z(Qi — )i (u) + €.
preferable thari because it gives more precise estimate of =1 =1

unknown parameter. Then
Consider a scalar functional on the set of information

states, which is monotone with respect relati@) 4nd is I(y,u) = /V(q,y,u)du(q) = /(g,@du(q)

defined by the following way

Q Q
= [ Vv, 2" [t~ adnl@) .’ (w) +
Q =15
wherey is a nonnegative measure defined ondkedgebra of m
Lebesgue measurable subsetg)ofith the propertyu(Q) = + Z pij(u) /(qi —q)(g; — q;)du(q),
1. If @ has a nonzero Lebesgue measure, then:fare can i,5=1 o

take the measure defined by the equality _ .
wherep;;(u) = (a*(u), a’ (u)).

u(E) :/ a(q)dg, ) Lemma 1:Under assumptioffl the following equalities
E old
wherea is a given nonnegative function (weight function), /(qi —¢;)dp(q) =0, i=1,...,m,
the integral of which over the sef) equals1. Another Q
example is a measure concentrated at points of a given
finite subset ofQ. (¢ — @)(gj — @;)dp(q) = 0,4,7 =1,...,m,i # j.

Denote byq* the true value of uncertain parameter and ¢ _
by ¢*— the realization of disturbance in measurementsihis lemma follows from the elementary properties of

The outputy* is a function ofg*, ¢* and inputu: y* = Lebesgue integral. From lemrifait follows that
y (g, & u). .

Depending on way of accounting the dependencey of /V(q,yﬂ)du((ﬂ = (0,9 + Y Aipii(u),
from parameters the following statements of the problem are Q i=1
possible.

where A; = fQ(ql — sz)QdM
Calculating the infimum irt*, we get

Li(y*u) = /V(q,y*(q*,f*,u),u)dﬂ(@ (3) I(g*u) = gi}éf:/V(q7y*(q*,€*,u),u)du(Q)
Q

Problem 1: Find v € U, maximizing the functional

Q



_ AT = - q € Q that are consistent witl), (8) and a priori constraints
= -q) P —q)+ > Aipi(u), . ) ; ,

o(d" —a) Pu)ld" — 7)) Z pii () is referred to as the information set relative to measurement
y(t) []- It follows directly from definitions that

i=1

where P(u) is a matrix with the elementp;;(u), ¢,j =

1,...,m and the functionp(x) is defined by the equality Qy(),ul)) ={g€Q: V(g y(-),u(-) < 1}.
0 0<z<1
P(x) = { (VE-1? @ ;f = Unknown ¢* belongs to the information set.
- We shall consider an integral of information function as a

Calculating the infimun/, in ¢*, we have functional of the problem

I =inf Ir(¢*,u) = Aipii(u). . D)) = . .

o() =t 2(a" ) = ) Apii(w) 160 ul) = [ ViayOaO)n. @0
Q

Statement 1Let for everyu € U, ¢* € Q
Herep is a nonnegative measure defined on Lebesque subsets

* T * —
(¢ —a) Plu)d"—q) <1, ®)  of @ such that(Q) = 1. The functionall is nonnegative,
and assumptiofll holds. Then the solutions of problefs the most value of corresponds to a more accurate estimate
coincide. of unknown quantity of parametet

If inequality @) holds, the first term in formulady for The integral [[3 depends onu(-) and the result of
functional I, equals to zero. This implies the validity of the measurementg(-). In turn, y(t) = y*(t) + £(t), where
statement. y*(t) = g(t, z(t, ¢*,u(-))) and{(t) is the measurement error.

In the worst case, the value éfis equal to
[1l. NONLINEAR SYSTEMS WITH NOISE IN

| MEASUREMENTS Ja) = it [ Va6 +€0u0)dnt).
Consider the control system W(E(-))SlQ

&= f(t,q,2,u(t)), t€[to,ta], x(to) =2°  (7)

(x € R™, u € R") with the right-hand sidef depending

on unknown parameter € R™. We assume that all a priori J(u() = Li(u(-) + ¢(L2(u("))), (11)
information onyg is given by the inclusion € @ whereQ is a

compact set ilk™. As an admissible control (input) we will Where

Direct calculations lead to the following formula for

consider a Lebesque-measurable function [ty,t1] — U, ty
whereU c R". We assume thaf(t, ¢, 2, u) is continuously L(u()) = //r(t )T Re(t, q)du(q)dt,
differentiable inz on [to, t1] X @ x R™ x U. The solution of

system[{) is denoted as:(t, q) (or z(t, g, u(-)). o @

Consider the measurement equation[@nt] b

y(t) = g(t,z(t)) + £(t), t € [to, t1], (8) Ly(u("))) //r(t,q)Tdu(q)R/r(t,q)du(q)dt,
Q

corrupted by unknown but bounded noigg). An advance to @
information oné(t) is assumed to be given by the inclusion i
T(t7q) :g(t,$(t,q )) *g(t,l'(tq)),

-z if 0<x<1
where = is a bounded set in the spaéé|to,t1]. Suppose ¢(z) = { 1-2/7 if x>1.
that B
E={&(): W(&()) <1}, Thus the problem of optimal input design is equivalent
where to the maximization of the functional on the tubes of

ty trajectories of uncertain systeiid)( It is similar in a certain
W) = [ €T )RE(t)dt. way to the problems of of beam optimization [9].
o The necessary conditions of optimality for this problem
Here R is a given positively defined matrix. Let(t) be the constitute the basis for constructing the numerical algorithms
result of measurements, generated by unknown "true” valyeo,11]. In the next picture the results of numerical sim-
of ¢* € @, input u(t), and measurement err@(t). The ylation for the system describing oscillations of nonlinear
functiong — V(q, y(-),u(")), defined by the equality pendulum are presented. The orange and blues lines denotes
_ the boundaries of information sets corresponding to optimal
Viay()u() = Wyl) —g(- (- q))) and some non optimal inputs. These information sets are
is said to be an information function(information state) oftonstructed for the case of hard ( magnitude) constraints on
the problem[f),(8). The setQ(y(-),u(-)) of all parameters measurement noisé¢s(¢)| < 1, ¢ € [to, 1]



For calculating ofV (¢, y*(-), u(-)) we pass to a solution
of the dual convex programming problem
] V(g y™ (), u(")) = sup ¢(a),
-0.4| ] a>0
o) <i——“\\\\ ] wherea € R and ¢(a) = o(a, ¢, u(-))
NN ] Bla) = min{Wi(y"() = C=()) + aWa(w() ~ a}. (14)
“oaff \/ 1 Here [[4) is a linear-quadratic tracking problem whose
l solution may be obtained in explicit form. Lat(¢,q) be
Ll N ‘ ‘ ‘ ‘ ‘ the solution of system

& = A(q)z(t) + Bul(t), z(to) = 2°, (15)

and g(t) = y*(t) — Cz(t,q). Then the value ofp(«r) may
be expressed as follows

P(a) = rlrul(igl Ja(w(-)),

Fig. 1. Information sets for nonlinear pendulum

IV. LINEAR SYSTEMS WITH UNCERTAIN DISTURBANCES

In this section we consider the choice of optimal inputs
for identifying the parameters of a control system whosghere
dynamics is corrupted by unknown but bounded noise. t
Consider the following control system Jo(w(:)) = / (7 — Cz) "Ry (g — Cx)dt
to
2= A(q)z + Bu(t) + w(t), z(to) = 2°, (12) t1
—|—oz/ w ' Rowdt — a,
with matrix A depending on unknown parametgre R™. to
We assume that all the "a priori” information anis given  the minimum is sought for among the trajectories of system
by the inclusiory € @, where( is a compact set iR"". As
an admissible control (input) we will consider a Lebesgue- &= A(g)z +w(t), z(to) = 0.

measurable functiom : [to, 1] — U, whereU C R". Solving the last problem, we come to the expression
Consider the measurement equation to be specified by the

equality p(a) = (z(to) — g(to), K (to)(x(to) — g(to))),
y(t) = Cz(t) + £(1), t € [to, ta]- where K (t), g(t) arrive due to the Riccati system

where&(t) is the measurement error. The advance informa- K=-KA-A"K
tion on&(t) andw(t) is assumed to be given by inequalities
t1 —1 T
W) = [ €T ORewn <1 HHaRT e (9
to with
f g=—[A-1/aRy'K]"g
WﬂMﬁ:/?Mﬁmﬂ@ﬁgL

to

. iy . —~CTRi(y*(t) - C2), 17)
Here R;, Ry are given positive matrices.
An information set relative to measuremeyi(t) may be a@nd boundary condition& (t,) = 0, g(t1) = 0.
expressed as a level set hS'”Ce z(to) = 0 we havep(a) = (g(to), K(to)g(to))-
Thus,
QY () ={a€Q:V(g,y (),u()) <1}, /QVdu = /QSL;I()) oo, q,u(-))dp.

where "information stateV (q, y*(-), u(-)) is the value func-

tion for the following extremal problem Substituting the supremum over scatatby one over con-

tinuous functionsx(q), we will have

Vigy"(-),u(-)) = min _ Wi(y"() — Cz(-)).
Walw)<1 1 Ou0) = [ sup0¢< o(q). . u(-)))dp
We shall consider as a criterion of optimality (@>
. . = sup / P (-))dp.
15O = [V OuO)n@.  @3) a0
Q Thus, the resulting problem is as follows
the problem will therefore consist in maximizing over /
))dp — max min 18
u(t) €U, t € [to, ta]. o (= o, B, @8



over the solutions of systenil®), (19, (I7). Here 8 is [10] M. |. Gusev, "Optimal Inputs in Guaranteed Identifi-
a nonstandard control problem, since the control function cation Problem”Proceedings of the Steklov Institute of
actually consists of two parts — a conventional function of MathematicsSuppl. 1, pp. S95-S106, 2005.

time w(¢) and a distributed contrak(q). [11] M. I. Guseyv, "Optimal Inputs in Guaranteed Identifica-
tion”, Preprints of 16-th IFAC World CongresPrague,

V. CONCLUSION 2005.

In the present work, a problem of constructing an opti-
mal input for identification of control system parameters is
considered. The integral of an information function of the
system over the set of a priori constraints on parameters
is suggested for the optimality criterion. This allows us to
avoid, when designing an optimal input, the immediate con-
struction of information sets. The problems of constructing
the information sets and of design of optimal inputs thus are
separated. The proposed scheme may be applied to design
of optimal inputs for nonlinear systems with measurements
corrupted by unknown but bounded noise. Under the as-
sumption that measurement errors satisfy integral quadratic
constraints, the considered problem is transformed into an
optimal control problem in which equations of the system
depend on a parameter and the functional contains the
integral over the parameter. Optimality conditions in the form
of the Pontryagin maximum principle and a formula of the
functional gradient for the last problems constitute a basis
for developing the numerical algorithms. The integration
measure may be used to control the parameters of algorithms.
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