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Abstract

Semiconductor lasers with optical injection may be
brought to an “excitable” regime, in which they re-
spond to external perturbations in a neuron-like way.
When submitted to delayed optical feedback this sys-
tem can host stable optical localized states. We charac-
terize experimentally the excitable response of a semi-
conductor laser with optical injection to external per-
turbations for different parameter values and show that
localized states may diffuse in presence of noise.
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1 Introduction

As an important biophysical process, allowing the
heart to beat or the transport of the information in
the brain, excitability has been intensively studied
during the past fifty years. It has been found in biology
[Hodgkin et al., 1952; Hodgkin and Huxley, 1952],
in chemistry [Neumann and Bernhardt, 1977,
Kuhnert L. et al., 1989], and in optical systems
like in laser with saturable absorber [Plaza et al., 1997;
Dubbeldam et al., 1999; Larotonda et al., 2002],
lasers with optical feedback [Giudici et al., 1997] and
lasers with optical injection [Wieczorek et al., 2002;
Goulding et al., 2007, Kelleher et al., 2011;

Barland et al., 2003; Turconi et al., 2013].

Excitability is defined as an all or nothing response
under an external perturbation. If the perturbation
is large enough to overcome the excitability thresh-
old, the system responds in a unique and well de-
fined way due to a strongly attractive trajectory in
the phase space. Otherwise the system only re-
laxes, following a response linearly dependent on
the perturbation. A Laser with injected signal can
be brought into an excitable regime, when injection-
locked to the forcing and in the vicinity of a saddle-
node on a circle bifurcation (as unlocking transition)
[Coullet et al., 1998]. The threshold separating the two
responses can be observed by applying different kinds
of perturbation such as applying a short bias current
pulse [Turconi et al., 2013], injecting an incoherent op-
tical perturbation [Garbin et al., 2014], or perturbing
the phase of the injected field [Turconi et al., 2013;
Garbin et al., 2013]. This last method has been found
to be the most efficient, which can be understood con-
sidering that this system is essentially a phase oscillator
well described by the Adler equation [Adler, 1946].

Excitability in optics has been also intensively stud-
ied due to the large number of possible applications,
among which we can cite the possibility to build neural
computing architectures [Maass and Markram, 2004],
or to realize wavelength conversion and pulse reshap-
ing [Garbin et al., 2014] due to the unicity of the re-
sponse, which does not depend on the perturbation.
Recently the storage and individual addressing of op-
tical phase bits has been demonstrated in an experi-
mental system based on laser with injected signal in
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the excitable regime [Garbin et al., 2015]. In that ex-
periment, excitable orbits determined by the topology
of the phase space are foundational for the stability of
the dissipative localized states which actually carry the
information. In all these cases, the characterization of
the properties of the excitable pulses and their depen-
dence on experimental parameters is a required step.

In the following we analyze experimentally the ex-
citable response of a semiconductor laser to perturba-
tions in the injection beam phase and show that re-
sponses as short as 10 ps can be observed, but that in-
tensity dynamics (in addition to phase dynamics) be-
comes increasingly relevant for faster and faster re-
sponses.

2 Experiment

The experimental setup is essentially the same as de-
scribed in [Turconi et al., 2013]. It consists of a laser
with an injected signal experiment based on a VCSEL
(ULM980-03-TN-S46, the Slave laser) purely single-
(transverse and longitudinal) mode and linearly polar-
ized (up to 1.8mA). It emits at 980nm and its coherent
emission threshold (I;3) is around 0.2 mA. In the fol-
lowing the Slave laser will be electrically pumped at
about 7 — 8 x I, to keep the system in the simplest
mode of operation, ie purely single transverse mode,
linearly polarized and strongly damped relaxation os-
cillations.

The injection laser (the Master laser) is an edge-
emitting laser whose emission wavelength is step-wise
tunable thanks to optical feedback via an external grat-
ing. It is isolated from the Slave laser by a 40-dB op-
tical isolator to avoid bidirectional coupling. In or-
der to apply perturbations we place on the injection
path a (polarization preserving) 10 GHz fiber cou-
pled Lithium Niobate phase modulator (to apply phase
perturbations as investigated in [Turconi et al., 2013]).
The fibered output of the modulator is connected to a
fibered 10/90 beam splitter, the lower power beam be-
ing used for high-bandwidth monitoring of the master
beam intensity. The high-power beam is then directed
to a half-wave plate and polarizing beam splitter which
enable setting the portion of the master beam which
will finally reach the slave laser through a 10% reflec-
tive beam-splitter.

The two lasers are temperature stabilized within
0.01°K by Peltier elements. The Slave laser is pro-
tected from unwanted backreflections on the measure-
ment apparatus by an optical isolator. The output beam
is then split using a half-wave plate and a polarizing
beam-splitter. One part is directed to a Fabry-Perot in-
terferometer (72-GHz free spectral range, Finesse 110),
which allows monitoring the frequency detuning A, de-
fined as the frequency of Master laser minus that of the
Slave. The other part is coupled into an optical fiber
which guides light to an ultrafast photodetector (Thor-
labs 9-GHz bandwidth or Newfocus 35 GHz band-
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Figure 1. Bidimensional projection of the phase space trajectory
of the system under perturbations in the phase of the master beam
for different parameters. The phase space reconstruction is obtained
by time-delay embedding with a delay of 30 ps and is plotted for
about 5000 realizations. The color scale is logarithmic. (A): Iy =

1.336 mA, Py = 1 uW, A = —3.8 GHz; B): Iy =

1.320 mA, Pyj = 3 uW, A = —6.3 GHz; (O): Iy =
1.299 mA, Py = 7 W, A = —8.9 GHz; D): Iy =
1.295 mA, Py, ; = 8.5 uw, A = —10 GHz. Acquired with

detection Path 1.

width). After further amplification (via 12 GHz or 40
GHz bandwidth RF amplifiers), the signal is acquired
by a real-time oscilloscope (respectively: DPO71254C
12.5 GHz, 100 GS/s (Path 1) or DPO73304D 33 GHz,
100 GS/s (Path 2)). The first detection path (detection
Path 1 in the following) allows better detection of small
pulses due to higher sensitivity, at the cost of less band-
width with respect to detection Path 2.

2.1 Characterization of Excitable Spikes

In order to analyze the properties of the excitable
response in different parameter regimes (essentially
injected power and detuning), the response of the
system to phase perturbations of the injected field
is observed in a time-delay phase space reconstruc-
tion of the phase space trajectory. This perturbation,
(rising and falling steps of 100 ps in the phase of
the Master beam) whose mechanism is described in
[Turconi et al., 2013], may reach 100% efficiency for
the highest amplitudes [Garbin et al., 2013]. On Fig-
urel, we show a bidimensional projection of the phase
space obtained via time-delay reconstruction method
with a delay of 30 ps. With this method (plotting
the time series as a function of a time-shifted copy
of itself), the phase space structure can be recon-
structed from a univariate time series analysis (see
[Takens, 1981; Kennel et al., 1992]. The logarithmic
color code indicates how often a particular region of
the phase space is visited. Although the logarithmic
color coding is a not very easy to read, it is extremely
useful to show how attractive the excitable orbit is. It is
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a key property of excitable systems to exhibit very well
defined responses to perturbations and here the very
sharply defined reconstructed phase space trajectory
neatly demonstrates its strongly attractive nature. Al-
though this phase space reconstruction approach does
not preserve all the geometrical properties of the phase
space, applying always the same embedding procedure
neatly shows the evolution of the excitable orbit with
parameters. For that measurement we used the detec-
tion Path 1. The four situations described here corre-
spond to four diffent detunings (—3.8, —6.3, —8.9 and
—10 GHz). In each case, the injected power P, ; was
set such that the system is as close as possible to the
unlocking transition. A stable fixed point is visible in
each panel of Figurel as a deep red point, very often
visited by the system.

The system is more sensitive with the rising front of
the perturbation due to the negative detuning used and
to the asymmetrical positions of the fixed points on the
Adler circle [Adler, 1946]. On Figurel(A), only a rel-
atively small bump at the top right of the fixed point is
visible, indicating that the response of the system takes
place in the phase of the field at almost constant in-
tensity [Kelleher et al., 2011]. With Figure1(B)-(D) we
remark the appearance of a large and unique trajectory
outside of the stable fixed point with a little dispersion
due to the detection noise: the excitable response.

Figure1(D) is plotted for a larger perturbation as com-
pared to the other images. It is then possible to observe
a small ring at the top right of the fixed point corre-
sponding to the linear response of the system to the
inverted perturbation (falling front). From these mea-
surements, one concludes that larger injected power
(with adjusted detuning so as to keep the system as
close as possible to the unlocking transition) leads to
a larger and larger intensity signature of the excitable
orbit.

Moreover Figurel(C) and Figurel(D) exhibit at the
bottom left of the fixed point a little broadening cor-
responding to the relaxation of the system towards the
fixed point after an excitable excursion. One remarks
the increase of this part of the response in the same
way as the general intensity signature of the excitable
orbit. Furthermore, the broadening in the lower left
corner may be related to relaxation oscillations, ex-
cited in response to the strong variation of field inten-
sity. An attentive examination of panels (B)-(D) of Fig-
urel reveals a weaker and weaker density along the ex-
citable orbit, which suggests less visited regions of the
phase space. Since all panels were plotted for essen-
tially identical number of realizations (close to 5000)
and unity efficiency, one concludes that this visual ef-
fect is a result of faster trajectories. Indeed, due to the
finite sampling rate of the oscilloscope (100 GS/s), it
results in a smaller number of sampling points within
one orbit.

This can be further studied by measuring the duration
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of the excitable orbit depending on parameters. Due
to the nature of the excitable orbit (which corresponds
to a temporary unlocking of the Slave laser’s phase)
one expects this duration to scale roughly linearly with
the inverse of the detuning between Slave and Master
lasers. Accordingly, we show on Figure2 the evolu-
tion of excitable pulses duration with the detuning A.
This latter has been built in the same way as Figurel,
setting simultaneously P;,; and A to keep the system
as close as possible to the unlocking boundary. The
measurement of pulse width at half maximum was ob-
tained using a cubic interpolation in order to overcome
the limited (albeit high, 100 GS/s) sampling rate of the
measurement apparatus. For that measurement we used
the fastest detection path (Path 2), which enables bet-
ter resolution of the fastest pulse. However, this pre-
vents the measurements of the smallest values of A for
which the intensity variation associated to the excitable
orbit is very small (cf. Figurel(A)). Besides the analy-
sis of the response duration, two points are worth men-
tioning. First, possibly due to the finite risetime of the
phase modulator, the efficiency of the perturbation de-
creases with increased detuning, which reduces the cor-
responding available sample size. In addition, while a
single and well defined response is the hugely dominant
behavior, we noticed rare multiple pulses events in re-
sponse to a single phase perturbation (for detuning val-
ues greater than 12 GHz). Since these multiple pulses
consist essentially of repetitions of the single pulses,
they are indistinguishable on the bidimensional projec-
tion of the reconstructed phase space shown on Fig-
urel. Their relative number increases with the detun-
ing and they become the majority at detuning 17 GHz
and decrease afterwards. While the control of these
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Figure 2.  Full width at half maximum of excitable pulses depend-
ing on the detuning. Ten to several hundreds of events are con-
sidered for the statistics. Black dots: mean of the duration dis-
tributions. Green errobars: standard deviation of the distributions.
Blue curve: fit of black dots as an inverse function of the detuning
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Figure 3. Histograms of the responses observed in Figure 2 in the
temporal domain plotted for increasing absolute values of the detun-
ing parameter. Due to different efficiency of the perturbation in these
different regimes, the statistical sample size varies between 350 and
600 responses (discussed in the text). Color scale is logarithmic and
normalized to the maximum of histograms in the case of unity effi-
ciency. Black curves: Mean of histograms. (A): A = —6.6 GHz
(point 1). (B): A = —9.2 GHz (point 3). (C): A = —12.5 GHz
(point 6). (D): A = —25.5 GHz (last point).

multiple pulses (most probably related to homoclinic
teeth [Wieczorek et al., 2002]) is of obvious interest,
we choose not to consider them in the present work and
focus on the duration of a single pulse.

Figure2 shows a clear decrease of pulse duration for
increasing detuning, starting from 47 ps for low A
down to about 28 ps average. The blue curve, which
indicates the fit of an inverse function to the average
pulse duration gives a horizontal asymptote for about
18 ps, which is the specified response time of the de-
tector. From that, one can infer a minimal pulse dura-
tion of about 10 ps. Further increase of the detuning
(although leading to an apparent additional shortening
of the pulse) leads to the formation of a strong ringing
following the initial pulse. This ringing was not taken
into account for the measurement of the pulse duration,
which we deliberately performed only on the first part
of the response.

We show on Figure3(A)-(D) histograms of the super-
position of temporal excitable responses of Figure2 (re-
spectively —6.6, —9.2, —12.5 and —25.5 GHz). Panels
are plotted in logarithmic color scales, which are nor-
malized to the maximum of histograms in the case of
unity efficiency. As for the phase space reconstruction
shown in 1, again the use of the logarithmic color scale
clearly shows that the response of the system is always
very similar between one run and the next. Black lines
show the average of the realizations used to build the
histograms. Panels (A), (B) and (D) of Figure3 cor-
respond to the case of unity efficiency, with approx-
imately 600 excitable responses. On the other hand,
Figure3(C) has been obtained with a lower efficiency
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Figure 4. Measure of the temporal diffusion of one topological soli-
ton, acquired for 3500 round trips, 11.32 ns duration each. Param-
etersare: Iy = 1.376 mA, Pypj = 1.2 uW, Foqg = 2.3 puW.
(a): Slow drift and diffusion of a single topological soliton in the
plane (7(ns), number of round trips). (b): Superposition of about
60 samples of the difference between the soliton position and the
folding as a function of the round trip number, using transparency
(0.6); White curve: one realization; Black curve: mean of the trajec-
tories. (c): standard deviation of the distribution defined by samples
of panel (b) as a function of the round trip number; Blue curve: mea-

sured; Red curve: fit of the blue curve using a square root function.

(about 350 excitable responses).

Figure3 reveals the unicity of the excitable trajectories
in the time domain (as also observed in the phase space
reconstruction). One can also notice the modification
of the excitable trajectory with parameters, especially
the increase of the amplitude. However, Figure3(D)
point out a second small ring, visible in the phase space
as a closed orbit, immediately following the first one
(noticeable only for the last point of Figure2). Then, a
modification of the phase space shape with parameters
is visible, leading to an intensity dynamics, which is
clearly beyond Adler’s equation approximation.

2.2 Localized States: Optical Random Walkers

In the following we build on the property of neural
excitability analyzed above and prepare localized states
in a delayed system. We add a space-like dimension to
the excitable node prepared previously by inserting a
partially reflecting feedback mirror at about two meters
from the laser, which reinjects part of the emitted field
into the excitable laser.

In presence of this delayed feedback, perturbations
applied to the system are not followed by single ex-
citable spikes anymore but result in a periodic emis-
sion of spikes. Each spike is extremely similar to
the excitable spikes generated in absence of feedback
and their repetition period is within 10% of the round-
trip time of light in the external delay loop. When
placed in a comoving reference frame, an observer
sees a localized state consisting of a 27 phase ro-
tation embedded in a uniformly locked phase state
[Garbin et al., 2015]. Similar localized states based on
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an excitable node enclosed in a feedback loop have
been observed in a slow-fast resonant tunelling diode
[Romeira et al., 2016] and also with a bistable node
submitted to delayed feedback, provided the fronts
[Giacomelli et al., 2012] are pinned to some external
modulation [Marino et al., 2014; Marino et al., 2017].
In the present case, since these localized states consist
of optical phase rotations they are analogous to Bloch
walls or topological solitons, contrary to the localized
states which can be observed in spatially extended sys-
tems when switching fronts are pinned to an exter-
nal ([Haudin et al., 2010] or intrinsic spatial modula-
tion [Barbay et al., 2008]. In a delayed system as the
present one, the stability of localized states can be stud-
ied by analyzing the Floquet multipliers of a solution
and it was found that the number of Floquet multipliers
close to unity (ie the number of neutral modes) scales
with the number of localized states present in the solu-
tion [Garbin et al., 2015]. Each of these neutral modes
correspond to the (relative) translation degree of free-
dom of each localized state. Since all other modes are
stable, external perturbations which are not orthogonal
to these modes will mostly couple to the translation de-
gree of freedom [Maggipinto et al., 2000]. Therefore,
in presence of noise, we expect localized states to wan-
der randomly while still keeping their shape.

We show this phenomenon on Figure4. In this case the
optical retroaction applied to the excitable node is de-
layed by close to 11 ns. A space-time reconstruction as
outlined in [Arecchi et al., 1992] is shown on panel a),
where we zoom on the position of the localized state
within the feedback loop. To further characterize the
clearly visible motion of the localized state we split
the observed trajectory (over 3500 roundtrips) in 58
samples of 60 roundtrips and plot each of these sam-
ples assigning them the same arbitrary origin (panel b).
The trajectories show a downward ensemble motion
which is due to the chosen reference frame not being
strictly comoving with the localized state. This mis-
match between the localized state roundtrip frequency
and the measurement sampling time only impacts the
average position of the system at each discrete time
step and is irrelevant for the characterization of the ran-
dom motion. The trajectories diverge clearly and this
divergence can be measured by calculating for each
roundtrip the standard deviation of the distribution of
positions within the pseudo-space defined by the feed-
back loop. On panel c¢) we show that this standard devi-
ation scales likes the square root of the roundtrip num-
ber (ie with discrete time), showing that localized states
are random walkers which diffuse within the feedback
loop. Although a detailed description of how noise
projects onto the neutral mode is left out of this work,
one intuition of the origin of this motion can be gained
by considering that the system is fundamentally an ex-
citable one with delayed retroaction. In an excitable
system, the excitable spike itself is essentially insen-
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sitive to noise due to the strongly attractive nature of
the orbit, as discussed above 2.1. However, when an
excitable spike is generated, the system undergoes a
barrier crossing process and this process is of course
very sensitive to noise. Noise has a double impact
on this process: broadening the excitability threshold
[Pedaci et al., 2010] and adding a random component
to the delay in the response of the system to external
perturbations [Garbin et al., 2017]. This last part can
be expected to cause a random variation in the regen-
eration time of the excitable spike travelling back and
forth in the feedback loop, causing a jitter of the peri-
odic solution.

3 Conclusion

An experimental analysis of a laser with an injected
signal brought into an excitable regime and submitted
to perturbations is reported. A 2-dimensional projec-
tion of the phase space is given for different parameters,
allowing to distinguish excitable trajectories as large
and unique excursions on a cycle going back to the ini-
tial stable fixed point. Measuring the response dura-
tion, we find that the pulse duration can be taken down
to about 10 ps by increasing the detuning. Beyond this
value, a way to improve excitable pulses velocity, by
increasing the detuning (and the injected power accord-
ingly), is identified. When the excitable system is sub-
mitted to delayed retroaction, we observed localized
states which form inside the delay loop to undergo a
diffusive behavior, which we interpret on the basis of
excitability as an essentially noise-insensitive process
which follows a very noise-sensitive barrier-crossing
process.
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