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Abstract
Load frequency control is always a crucial aspect in

delivering quality power in integrated power system.
This paper proposes an optimally tuned Proportional-
Integral-Derivative (PID) controller to remove frequency
errors caused by unexpected load fluctuations while en-
suring tie-line power exchange. Moreover, the three-
area power system with non-linearities such as Gener-
ation Rate Constraint and Governor Dead Band has been
investigated. For tuning the parameters of PID con-
troller Improved Grey Wolf Optimization (IGWO) has
been used. The dynamic response of optimized PID con-
troller have been compared with the result obtained from
Genetic Algorithm (GA), Particle Swarm Optimization
(PSO), and Sine Cosine Algorithm (SCA).

Key words
Load Frequency Control, PID controller, generation

rate constraint, Frequency deviation, Improved Grey
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1 Introduction
Controlling a power system is one of the most difficult

tasks in control engineering. Transmission of electricity
having so much fluctuation due to variation of genera-
tion, transmission lines, protection devices and control
loops etc. The variations in load primarily impact the fre-
quency of the power system network. One of the most
important operations for excellent power system man-
agement is load frequency control (LFC). The basic goal
of LFC is to maintain zero frequency variations by em-
ploying controllers to ensure appropriate symmetry be-
tween the power required and the power generated . The
two types of frequency controllers are classified as:

1. Primary frequency control: - Operating time limits

of primary frequency control is 2 to 20 sec. It may
be divided majorly into two categories.
• The Inertial response, also known as the quick
response. System’s inertia determines how quickly
the frequency responds to changes in load or
generation, while the control mechanism adjusts the
generation output to maintain a stable frequency.
• Governor response, called as a sluggish response.

2. Secondary/supplementary frequency control: - This
is usually known as AGC or LFC. Its operating
time is 20 sec. to 2 min. Whenever imbalance oc-
cur between the load demand and generated power,
it helps in maintaining the system’s frequency and
regulates the power exchange between the intercon-
nected area.

Primary frequency control: — Operating time limits of
primary frequency control is 2 to 20 sec. It may be
divided majorly into two categories. The Inertial re-
sponse, also known as the quick response. System’s in-
ertia determines how quickly the frequency responds to
changes in load or generation, while the control mech-
anism adjusts the generation output to maintain a stable
frequency. Governor response, called as a sluggish re-
sponse. Secondary/supplementary frequency control: -
This is usually known as AGC or LFC. Its operating time
is 20 sec. to 2 min. Whenever imbalance occur between
the load demand and generated power, it helps in main-
taining the system’s frequency and regulates the power
exchange between the interconnected area.

Various types of controller and techniques are designed
throughout the last years for the LFC issue. For the
AGC of the multi-area power system, the idea of ad-
vanced optimum control was initially presented in [El-
gerd and Fosha, 1970]. The load frequency control
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problem for single area thermal power systems [Ismayil
et al., 2014], single area multi-unit systems [Padhan
and Majhi, 2013], and single area hydro-power system
is presented in [Arya, 2018]. In the paper [Saini and
Ohri, 2022], the LFC for a multi-area power system
is provided. Frequency control for the two area sin-
gle source interconnected system is introduced in [Sahu
et al., 2016b; Gupta et al., 2013]. In [Sharma and
Saikia, 2015] the LFC of three area with reheat tur-
bine and GRC effect is presented. Controller to reduce
the frequency error and maintain the power exchanged
in multi-area multiunit system is presented in [Morsali
et al., 2017]. The Pchelkina and Fradkov algorithm is
modified to make the control system design in [Furtat
et al., 2016]. PID as a supplementary controller is sug-
gested for a five-area reheated thermal power plant in
[Jagatheesan et al., 2017]. Various kind of controllers
such as Fuzzy classical controller [Arya, 2018], PI con-
troller [Guha et al., 2018; Fathy and Kassem, 2019],
PID controller [Saini and Ohri, 2023], Type II fuzzy
PID [Sahu et al., 2018], Fractional order PID [Abdel-
moumene et al., 2018], Model Predictive Control (MPC)
[Ismail and Bendary, 2018; Yang et al., 2019], Sliding
mode control [Guo, 2019; Lai et al., 2021] is commonly
used in the AGC as a secondary/supplementary control
to keep the frequency stable.

Most of the researchers used conventional controllers
for the LFC and it was observed that the controller’s per-
formance totally depends upon the selection of value of
the controller parameters. So, the main task is to deter-
mine the optimal value of the controller’s gain for the
enhancement of their performance. In the past, clas-
sical approaches such as ZN etc., are used to tune the
controller which are totally hit and trial methods. Be-
cause the power system has many non-linearities and
load demand varies continuously, and these methods
do not meet up the requirement. Therefore, we need
some advanced methods which can work efficiently.
To cop up with these difficulties heuristic and meta-
heuristic approaches such as Particle Swarm Optimiza-
tion (PSO) [Dhillon et al., 2015], Teaching Learning
Based Optimization (TLBO) [Sahu et al., 2016a], Ge-
netic Algorithm (GA), Bat algorithm (BA) [Dash et al.,
2015], Backtracking Search Optimization Algorithm
(BSA) [Jagatheesan et al., 2017], Ant-Lion Optimizer
(ALO) [Saikia and Sinha, 2016], Salp Swarm Opti-
mization (SSO), Differential Evolution (DE), Imperial-
ist Competitive Algorithm (ICA) [Elsisi et al., 2015],
Firefly Algorithm (FA) [Jagatheesan et al., 2017], Ar-
tificial Bee Colony (ABC) [Naidu et al., 2014], and Bac-
terial Foraging Optimization Algorithm (BFOA)[Ali and
Abd-Elazim, 2013] Optimization, Grey Wolf Optimiza-
tion (GWO) [Saini and Ohri, 2023], Ziegler-Nichols etc.
are come into consideration. These approaches are com-
monly employed by investigators due to their simplicity
and avoidance of local optima.

Unfortunately, the majority of the optimization tech-
niques suffer from premature convergence, parametric

sensitivity, and complicated computing. Frequently
employed PSO and GA algorithm in LFC, may get
stuck in local minima. In the DE algorithm, the control
parameters that influence performance are the crossover
rate and scale factor. FA [Jagatheesan et al., 2017] is
under the control of three different factors (α, β, andγ).
When it comes to the effectiveness of the algorithms, the
choice of these parameters is of the utmost importance.
In order to solve these limitations, the improved grey
wolf optimizer (I-GWO) is implemented in this study.
The Improved GWO algorithm, does not call for any
regulating parameters. This is the motivation to utilize
I-GWO method in this study to optimize PID controller
parameters because of its simplicity, effectiveness, and
speed due to the absence of any parameters required
by the algorithm. A number of optimization strategies
are employed to calculate the optimum gain values of
PID controller in literature. In the present work, using
the IGWO along with GA, PSO, SCA method, the
controller’s ability is evaluated to manage frequency
fluctuations in the considered power systems. According
to the simulation findings, the IGWO-optimized PID
controller surpasses the other optimization techniques in
every manner. Finally, the stability of the IGWO based
PID is investigated in the presence of uncertainties,
by modifying the system’s characteristics, such as the
turbine and governor time constants, both by up to
25%. The contribution of the paper lies in the following
aspects:

1. Development of a Improved Grey Wolf Optimized
PID controller to regulate the system’s frequency in
a three-area power system.

2. Evaluation of the effectiveness of the PID controller
in the presence of various uncertainties such as load
disturbances, system non-linearities such as GRC
and GDB, and parameter variations.

3. Comparison of the performance of the IGWO
based PID controller with other controllers such as
SCA/PSO/GA based PID controllers.

4. Analysis of the robustness of the IGWO based PID
controller under different operating conditions and
uncertainties.

5. Validation of the PID controller using simulation
studies in MATLAB/Simulink.

The rest of the paper is as follows; Section 2 represents
the test system and controller’s modeling. Section 3 pro-
vides a quick overview of the IGWO algorithm and other
approaches. Simulation results obtained by IGWO and
other considered techniques are provided in the section
4, Lastly, section 5 conclude the paper.

2 Power system model
In this work, a three-area single unit power system

model is considered as shown in figure1 [Sahu et al.,
2016a]. The rating of each unit in each area is 2 GW, 4
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Figure 1: Three unequal area -power system model

Table 1: System’s parameters values

R1 = 3.0 R2 = 2.73 R3 = 2.82

Kp1 = 66.6 Kp2 = 62.5 Kp3 = 66.6

B1 = 0.348 B2 = 0.382 B3 = 0.369

Tg1 = 0.08 Tg2 = 0.06 Tg3 = 0.07

Tt1 = 0.4 Tt2 = 0.44 Tt3 = 0.3

TP1 = 0.185 TP1 = 0.21 TP1 = 0.138

Kr1 = 0.5 Kr2 = 0.5 Kr3 = 0.5

Tr1 = 10 Tr2 = 10 Tr3 = 10

Figure 2: Random change in power demand
GW and 8 GW. In most of articles, physical constraints
are not considered. Taking into consideration all the
physical constraints may be a difficult task and not useful
too but some constraints, such as Generation Rate Con-
straints (GRC) and Governor Dead Band (GDB) must
be considered to analyze the system’s performance per-
fectly. If these constraints are not considered then the
frequency and tie-line power variations could be nulli-
fied in a concise period, the considered system can also
chase large disturbances in the load. But when these con-
straints are considered, system becomes non-linear and
more deviations occur in the area control error. In the
thermal power station, power cannot be generated im-
mediately. It can generate power at a specified rate only
(3-5%/min.), called GRC. So, in this work, the effect of
GRC is also considered to match the tested system with
the practical scenario. The shift in speed within which
the governor valve position remains unchanged is called
as governor dead band action. The GDB has a significant
impact on the electrical power system’s performance. In
the system, it tends to create a sustained sinusoidal oscil-
lation. The present work considered the backlash non-

linearity of 0.05% ie. 0.03 (0.025 in case frequency is
considered as 50 Hz). When GRC is used in combination
with the GDB, the negative effect of GRC is amplified,
and the system’s frequency may not achieve its nominal
value within a certain time period. The transfer func-
tion of each unit consists of governor, turbine and reheat
turbine are used in the model for simulation process. A
governor transfer function is given by

G(s) =
1

1 + sTg
(1)

Turbine’s transfer function [Wood et al., 2013] is

T (s) =
1

1 + sTt
(2)

Thermal power plants often use reheat turbines as well,
and its transfer function is given by

TR(s) =
1 + sKrTr

1 + sTr
(3)

The overall transfer function [Wood et al., 2013] of the
load and generator is

P (s) =
Kp

1 + sTP
(4)

The parameters values of the power system model used
in the simulation process are given in Table1 as:

2.1 Random change in load demand
Usually, the researchers considered the step change in

load demand, but in this work, along with step change, a
random load change has been considered. The variation
that occurs in simulation is shown in the figure2 below.

2.2 Controller and objective
Since there is an arbitrary change in the power demand

due to which frequency deviates from its nominal value
so as to sustain tie-line power exchange between related
areas and manage frequency deviations, a controller is
required so in this work, PID controller is employed in
each area to solve the aforementioned issue. It is the
most commonly used controller by researchers. It helps
in improving the system performance by minimizing the
peak undershoot and overshoot in the response within
significantly less time. The transfer function for the PID
controller is

TPID = KP +
KI

S
+KD (5)

The PID controller functioning depends on gains value,
so selection of optimal values of gain is of utmost im-
portance. In this work GA, PSO, SCA, and IGWO tech-
niques are employed to accomplish this task. Whenever
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any unexpected load changes occur, the needed ACE in
each area triggers the controller movement. The ACE
signal is comprised of the incremental tie-line power and
frequency change, and is given by

ACE1 = B1∆f1 + Ptie1 (6)

ACE2 = B2∆f2 + Ptie2 (7)

ACE3 = B3∆f3 + Ptie3 (8)

Where ∆f1, ∆f2 and ∆f3 are change in system’s fre-
quency and Ptie1, Ptie2 and Ptie3 are the power flow
through the tie-lines. In the frequency control, for the
better functioning of the controller or system the per-
formance index (P.I) value should be minimum. Per-
formance index value decide controller’s performance.
Generally, four types of P.I are used, and ITAE is one of
them and is chosen in this work. The ITAE expression is
mainly composed of the frequency and the tie-line power
change, as shown below.

P.I = ITAE =

∫ ts

0

3∑
p=1

(|∆fp|+ |∆Ptie−p|tdt (9)

3 Optimization techniques
This work proposes the IGWO technique to minimize

the performance index given in (9) and optimize the con-
troller performance for frequency control and sustain tie
line power exchange despite physical limits in the ther-
mal power system such as GRC and GDB. The brief de-
scription about the IGWO is given below. Optimization
techniques SCA, PSO, GA [Mirjalili, 2016; Alam, 2016]
are also employed in this work for the comparison pur-
pose.

3.1 Improved Grey wolf optimization (IGWO)
Mirjalili et al. developed GWO in 2014, a meta-

heuristic method based on grey wolves’ natural lead-
ership and hunting behaviour. In the nature, they are
thought to be apex predators and live in groups (packs).
In a typical group, there are 8-14 members. Every mem-
ber in the group has its significance. Alpha (α), Beta (β),
Delta (δ) and Omega (Ω) are the four levels of wolves in
their group. Tracking the target, chasing and approach-
ing it, surrounding and tormenting it until the prey comes
to a complete stop, and then attacking the target are all
part of the hunting process. The target’s location is sug-
gested by α, β, and δ, and then the remaining wolves,
i.e., omega, in search of the fittest search agent they, ren-
ovate their place.

Although the GWO is beneficial, it is insufficient to
produce a feasible solution. So some improvement is
done in the GWO by Mohammad H. et al. in 2020 [32].
The I-GWO develops its movement strategy by incor-
porating the dimension learning-based hunting (DLH)

search method inspired by the individual hunting of
wolves. Finally, depending on the quality of their new
placements, the I-GWO’s strategy chooses a candidate
from either the GWO or DLH search methods. The
collaboration between these two search techniques in-
creases the proposed algorithm’s global and local search
capabilities.

3.2 Mathematical model of
Grey wolf optimization

The fittest solution is alpha, followed by beta, and fi-
nally delta in the GWO. Omega is the name for the rest
of them. α, β, and δ generally direct the hunting process
in the GWO algorithm and ω have to be followed these
three wolves. Following are the mathematical equations
for encircling behavior:

D = |CPp(t)− P (t)| (10)

P (t+ 1) = Pp(t)−A.D (11)

where,
t is the current iteration
The following are the vectors A and C

A = 2a.r1 − a (12)

C = 2.r2 (13)

where,
Over the course of repetitions, the components of a are

progressively lowered from 2 to 0.
r1 and r2 are the random vectors in [0, 1].
Occasionally, the β, and δ wolves participate in the

hunting operation. As a consequence, α, β, and δ will
have a better idea of where the prey is. The top three
solutions α, β, and δ have been saved, and the remaining
agents must renovate their locations to resemble the best
search agents’ place.

Dα = |C1.Pα − P (t)| (14)

P1 = Pα −A1Dα (15)

Dβ = |C2.Pβ − P (t)| (16)

P2 = Pβ −A2Dβ (17)

Dδ = |C3.Pδ − P (t)| (18)
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Table 2: Controller parameters for different optimization

Area-1 Area-2 Area-3

KP KI KD KP KI KD KP KI KD

GA 1.7369 0.0883 0.4769 1.6169 0.3222 1.7012 0.7498 0.2245 0.9793

PSO 2.0 0.0693 0.9153 2.0 0.0842 2.0 0.1529 0.0809 0.0000011

SCA -0.12789 0.07237 0.15136 0.6121 0.076502 -0.089171 0.52581 0.0037864 0.23846

IGWO 4.5091 0.1113 2.5764 11.9889 0.1527 0.5378 4.3431 0.1513 0.8290

P3 = Pδ −A3Dδ (19)

P (t+ 1) =
P1 + P2 + P3

3
(20)

When the target’s movement comes to a halt, the grey
wolves attack it. Although the GWO is beneficial, it is
insufficient to produce a feasible solution. So some im-
provement is done in the GWO by Mohammad H. et al.
in 2020 [Nadimi-Shahraki et al., 2021]. In next section,
an Improved Grey Wolf Optimizer (I-GWO) includes a
new search method connected with a stage of selecting
and updating in order to overcome these concerns.

3.3 Mathematical Model of Improved Grey Wolf
Optimization

The I-GWO consists of three phases: initializing, mov-
ing, and choosing and updating.

3.3.1 Initialization phase: During this phase, M
wolves are placed randomly across a specific range [lj ,
uj] in the search space.

Pij = lj+randj [0, 1]×(uj−lj); i ∈ [1,M ]; j ∈ [1, Dim]
(21)

At the tth iteration, the position of the ith wolf is
represented as a vector of real values called Pi(t) =
”Pi1, Pi2, ..., PiDim, ” where Dim is the number of di-
mensions in the issue. This vector is then iterated un-
til the problem is solved. A matrix called Pop that has
M rows and Dim columns stores information on the
whole wolf population. The fitness function, denoted by
f (Pi(t)), is responsible for computing the value of Pi(t)
fitness.

3.3.2 Movement phase: According to the infor-
mation provided above section, in classical GWO ap-
proach, the α, β, and δ refer to the first three finest
wolves that come from Pop. Following that, the equa-
tions 12-13 are used to derive the coefficients A and C.
After that, one determines the prey surrounding by con-
sidering the locations of Pα, Pβ , and Pδ using the equa-
tions 14 to 20. In conclusion, the equation used to de-
termine the first contender for the new location of wolf
Pi(t) is shown by equation 20.

In the classical GWO, each wolf is assigned a new
place with the assistance of three leading wolves of the
Pop. This causes GWO to converge slowly, and wolves
to get locked in the local optimum. Individuals hunt-
ing are included in the proposed DLH search approach
to tackle these issues. Each dimension of the new loca-
tion in DLH search of Pi(t) is determined by Eq. 23 in
which this particular wolf is learned by its diverse neigh-
bors and a randomly picked wolf from Pop. Calculating
Ri(t) involves finding the Euclidean distance between
the present location of Pi(t) and the candidate position
Pi−GWO(t+1), which is done with the help of the equa-
tion 22.

Ri(t) = ||Pi(t)− Pi−GWO(t+ 1)|| (22)

The equation 23 determines the neighbors of Pi(t), rep-
resented by Mi(t), with regard to the radius Ri(t), where
Dimi is the Euclidean distance between Pi(t) and Pj(t).

Mi(t) = Pj(t)|Dimi(Pi(t), Pj(t)) ≤ Ri(t), Pj(t) ∈ Pop
(23)

After the neighborhood of Pi(t) is created, Equation 24
does multi-neighborhood learning

Pi−DLH,d(t+ 1) = Pi,d(t) + rand× Pn,d(t)− Pr,d(t)
(24)

3.3.3 Phase of Choosing and Updating Candi-
dates: In this phase, initially, the superior candidate is
picked by comparing the fitness values of two candidates
named Pi−GWO(t + 1) and Pi−DLH(t + 1) using the
equation 25.

Ni(t) = Pj(t)|Di(Pi(t), Pj(t)) ≤ Ri(t), Pj(t) ∈ Pop
(25)

If the chosen candidate has a lower fitness value than
Pi(t), then Pi(t) is modified to reflect the new position
of Pi(t + 1). If nothing else changes, Pi(t) in the Pop
will stay the same. When this process hasbeen repeated
for every single individual, the iteration counter is incre-
mented by one and the search is repeated until a maxi-
mum number of iterations has been achieved.
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Figure 4: Frequency change (a) ∆f1 in area-1 (b) ∆f2
in area-2 and (c) ∆f3 in area-3
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Figure 7:
Figure 8: Tie line power variation (a) ∆Ptie12 within
area-1 and area-2 (b) ∆Ptie23 within area-2 and area-3
and (c) ∆Ptie13 within area-1 and area-3
3.4 Simulation experiment and results

Model of a three-area power system with a non-reheat
turbine, GRC and GDB undertaken for this study is

shown in Fig.1. Two types of load changes are consid-
ered one is step load change (0.01 p.u) and second is
randomly load change shown in Fig.2. Two controllers
employed in each area is of PID type. The considered
model is designed using the MATLAB (Simulink) plat-
form.

3.4.1 System response with 1% (0.01 p.u) step
load change in area-1: In this case a step load change
of 1% (0.01 p.u) in area-1 is considered. The ITAE
is considered as objective in the optimization process.
Since the GRC is an important factor in LFC so it is con-
sidered in this model and its value is taken as 0.0005
MW p.u/sec i.e. 3%/min. Both the population size and
iterations are taken as 30. Each area has its own PID
controller, and its parameters are optimized using the
GA, PSO, SCA, and IGWO algorithms. The obtained
ultimate optimum gain values of PID controller by us-
ing considered optimization techniques are given in the
Table 2.

The convergence of the cost curve (ITAE) w.r.t the
no. of iterations of different optimization techniques is
shown in Figure3. The following figure demonstrates
that IGWO converges to minimum value in a very short
range as compared to other techniques.
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Figure 3: Convergence curve of different optimization
techniques

The frequency deviation in all the three areas and tie-
line power change obtained from the simulation exper-
iment using GWO optimized PID controller and other
considered optimization-based controllers are shown in
Fig. 4 to 5. The table 3 provides the settling time (in sec-
onds) for various control techniques for different control
variables, namely ∆f1, ∆f2, ∆f3, ∆Ptie12, ∆Ptie23,
and ∆Ptie13, based on the ITAE performance index.

It is observed from Table 3 and the above figures that
the settling time for frequency change in area-1 (∆f1)
for IGWO is 6.0879, which is 76.52% lower than GA.
Similarly, the percentage reductions for PSO and SCA
are 41.04% and 69.27%, respectively. Similarly, the set-
tling time for the change in power flow through tie-lines
between area-1 and area-2 (∆Ptie12), the settling time
with IGWO is 71.29% better than GA, 62.21% better
than PSO, and 58.36% better than SCA.

So, Overall, the above figures and table clearly demon-
strate that IGWO is the best optimization technique
among GA, PSO, and SCA in terms of settling time for a
three-area power system. It achieves faster settling times
by a large margin, as evidenced by the percentage im-
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Table 3: GWO performance compared based on error, overshoot value and settling time

Technique Settling time (sec) for ITAE

∆f1 ∆f2 ∆f3 ∆Ptie12 ∆Ptie23 ∆Ptie13

GA 25.913 25.858 25.872 53.17 52.296 52.382 48.51

PSO 10.326 10.328 10.305 40.621 38.3 39.644 15.672

SCA 19.812 20.191 19.697 36.937 35.643 36.23 16.7872

IGWO 6.0879 6.1165 6.0951 15.259 23.256 15.658 5.651

provements over the other techniques. These results in-
dicate that IGWO can be a valuable tool for improving
the performance of power systems. For a better under-
standing, the graphical depiction of performance indices
is presented in the form of a bar chart and can be seen in
Figure 11.

Figure 9:

Figure 10:
Figure 11: Comparison of GWO-based PID controller
with other techniques for three area control

3.5 System performance with random change in
load

This simulation experiment is performed for the fre-
quency control of a three-area single source system with
random load changes depicted in Fig. 2 in area-1 using
the IGWO optimization approach. As it has been ob-
served from the simulation experiment presented in sec-
tion 4.1 that IGWO gives the more superior performance
and convergence then the other optimization techniques
considered in this work. Hence the results obtained with
IGWO, are only shown in this section.

The system response obtained for change in frequency
(∆f1, ∆f2 and ∆f3) in all three areas and the power
flow through the tie-line between (∆Ptie) are shown in
Fig. 7 and fig.8 respectively. Since the change in load
is unexpected, it can occur anytime so to check the ef-
fectiveness of proposed approaches random change in
load is considered in area-1. The figures below demon-
strate this clearly that IGWO optimized PID controller

has efficiently handled the random change in load de-
mand and nullified the frequency error in very less time,
and maintained the tie-line power exchange. IGWO op-
timized PID controller response gives the reduced under-
shoot value and the oscillations in the response.
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Figure 15: Frequency variations (a) in area-1 (∆f1), (b)
in area-2 (∆f2), and (c) in area-3 (∆f3) with random
load change

It is clearly seen from the fig. 8 to 9 that IGWO based
PID controller is able to eliminate the fluctuation in the
frequency of both areas and oscillations in the tie-line
power in very little time which occurs due to the power
demand changes with respect to time.

3.6 Sensitivity Analysis
A simulation experiment is performed to verify the ro-

bustness of the selected control mechanisms, hence sen-
sitivity analysis is conducted by modifying the system’s
parameters. Three cases of the parameter’s uncertainties
have been considered as

1. Case-1: - change in turbine time constant (TT ) up
to ±25%.
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Figure 18:
Figure 19: Tie line power variation (a) within area-1 and
area-2 (∆Ptie12), (b) within area-2 and area-3 (∆Ptie23)
and (c) within area-1 and area-3 (∆Ptie13) with random
load change

2. Case-2: - change in governor time constant (TG) up
to ±25%.

3. Case-3: - The change in turbine and governor time
constant up to ±25% are applied simultaneously.

Under nominal conditions, the PID gains value ob-
tained from the IGWO optimization approach is pre-
served. As a result of the aforementioned scenarios, the
system’s parameters are changed to introduced the un-
certainties. The PID gains value derived from the nomi-
nal condition are selected in this sensitivity analysis pro-
cess for all the three cases of uncertainties. The fre-
quency changes (∆f1, ∆f2 and ∆f3) in all the three ar-
eas and tie-line power change between them (∆Ptie12,
∆Ptie13, and ∆Ptie23) for the above cases are shown
in Fig.9 to 11. Above figures shows the robustness
of the IGWO optimized PID controller as it is clearly
seen that the IGWO is very efficient in controlling the
frequency and the tie-line power deviations whenever
changes occur in the system’s parameters values and for
large changes in the system’s parameters, the optimal
value of the controller’s gains determined at the nomi-
nal condition with nominal parameters does not need to
be reset.

4 Conclusion
The goal of LFC is to stabilize the tie-line power and

frequency oscillations in the system. With the rising de-

mand for electricity, it’s more important than ever to
have a robust LFC system that can handle system pa-
rameter uncertainty. GA, PSO, SCA, and IGWO opti-
mization techniques have been employed in this work
to find the optimal values for the PID controller’s gains
for the LFC of multi-area power system. A three-area
single unit with GRC and GDB effect is considered in
this work. Step load change of 1% (0.01 pu) and dy-
namic load change has been considered in area-1. Better
performance of IGWO based PID controller is observed
in LFC as compared to GA, PSO and SCA based PID
controller in terms of minimization of performance in-
dices for the considered system. In addition to it, the
robustness of the controller is also ascertained in pres-
ence of uncertainties in system’s parameters such as tur-
bine and governor time constant individually and both si-
multaneously in the range of ±25% for both the systems.
The simulation results reveal that the performance under
the parameter’s uncertainties and normal conditions are
more or less the same, the settling time value for the fre-
quency error and tie-line power change vary within an
acceptable range. Thus, the IGWO optimized PID pa-
rameters obtained at nominal values are robust and sta-
ble.
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