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In accordance with our conception [1], turbulent char-
acter of jet flows is conditioned by the strong amplifi-
cation of weak random disturbances which are always
present in jets and, mainly, at the jet nozzle exit section.
At a not long distance from the nozzle turbulent pulsa-
tions are small, and for their calculation we can use a
quasi-linear theory, for example, the Krylov–Bogolyubov
asymptotic method for distributed systems [2].

For simplicity, we consider a plane jet issuing from
a nuzzle of width 2d. Neglecting compressibility, we
may describe the processes in such a jet by the two-
dimensional Navier–Stokes equation for the stream func-
tion Ψ(t, x, y) [3] that is related to the longitudinal (U)
and transverse (V ) components of the flow velocity by
U(t, x, y) = ∂Ψ/∂y, V (t, x, y) = − ∂Ψ/∂x. In dimension-
less coordinates x′ = x/d, y′ = y/d and time t′ = U0t/d,
where U0 is the mean flow velocity in the nozzle center,
equations for the stream function and vorticity are

∂Ω̃′(t′, x′, y′)

∂t′
− ∂Ψ′(t′, x′, y′)

∂x′

∂Ω̃′(t′, x′, y′)

∂y′
+

∂Ψ′(t′, x′, y′)

∂y′

∂Ω̃′(t′, x′, y′)

∂x′
− 2

Re
∆′Ω̃′(t′, x′, y′) = 0,

(1)

where ∆′ is the Laplacian in terms of x′ and y′, Re =
2U0d/ν is the Reynolds number, ν is cinematic viscosity,
and Ω′(t′, x′, y′) = ∆′Ψ′(t′, x′, y′) is the vorticity. It can
be easily shown that Ω′ = −rotU′, where U

′ is the veloc-
ity vector with coordinates U ′ = U(t′d/U0, x

′d, y′d)/U0

and V ′ = V (t′d/U0, x
′d, y′d)/U0. From this point on-

wards the primes will be dropped.

It should be noted that in so deciding on a dimension-
less time, the circular frequencies ω = 2πf are measured
in units of S = ωd/U0 ≡ πSt, where St = 2fd/U0 is the
Strouhal number.

The authors of all classical works on turbulence (see
[3, 4]), starting with Reynolds, split the solution of ini-
tial equations into mean values and small random dis-
turbances. Because of the quadratic nonlinearity in the
Navier–Stokes equation the mean values depend on the
deviations from them. As a result the problem of clo-
sure of these equations appeared. To avoid this prob-
lem, we split the solution of Eqs. (1) into dynamical and
stochastic constituents [1]. The dynamical constituents

are described by stationary Navier-Stokes equations

Ωd(x, y) =
∂Ud(x, y)

∂y
− ∂Vd(x, y)

∂x
,

∂Ud(x, y)

∂x
+

∂Vd(x, y)

∂y
= 0, (2)

Ud(x, y)
∂Ωd(x, y)

∂x
+ Vd(x, y)

∂Ωd(x, y)

∂y

− 2

Re

(

∂2Ωd(x, y)

∂x2
+

∂2Ωd(x, y)

∂y2

)

= 0, (3)

and stochastic constituents are described by the equa-
tions for deviations from the stationary solutions. Since
Eqs. (2), (3) cannot be solved analytically, and even their
numerical solving presents insurmountable difficulties, we
set the profile of longitudinal velocity component as

Ud(x, y) =
1

1 + tanh(q/δ00 + r0)

×
[

1 − tanh

(

q
|y| − 1

δ0(x)
− r(x)

)]

, (4)

where δ0(x), r(x) and δ0(x) are unknown functions of x;
δ0(x) is the boundary layer thickness which is equal to
δ00 for x = 0, r0 = r(0).

To calculate the unknown functions, we have used the
conservation laws for the fluxes of momentum and energy
following approximately from the Navier–Stokes equa-
tions. As a result we have found

r(x) ≈ r0 = 0.5, δ0(x) =

√

δ2
00 +

32q2

3Re
x,

δ1(x) ≈ δ0(x)

3
, δ2(x) ≈ 2δ0(x)

3
.

The value of δ00 = δ0(0) depends on the conditions of
the nozzle outflow. In the case of the laminar flow, when
the boundary layer may be approximately described by
the Blasius function [3, 5], δ00 is proportional to 1/

√
Re.

Further we will set δ00 = 1/
(

b0

√
Re

)

, where b0 = 0.1.

The expressions for Vd(x, y) and Ωd(x, y) can be found
by means of the exact solution of Eqs. (2). Taking into
account that q/δ0(x) � 1, from the found expressions for
Vd and Ωd we obtain for these quantities the following
approximate expressions at large values of |y|:

Vd(x,±∞) ≈ ∓ 16qr0

3δ0(x)Re
, Ωd(x,±∞) ≈ ∓ 256q3r0

9δ3
0(x)Re

2 .

(5)
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We note that the constant transverse velocity component
for large |y| directed towards the jet axis accounts for the
entrainment of ambient fluid with the jet flow.

Substituting

U(t, x, y) = Ud(x, y) +
∂Ψst(t, x, y)

∂y
,

V (t, x, y) = Vd(x, y) − ∂Ψst(t, x, y)

∂x
, (6)

Ω(t, x, y) = Ωd(x, y) + Ωst(t, x, y)

into Eqs. (1) and taking account of (2), (3), we obtain
for stochastic constituents Ψst(t, x, y) and Ωst(t, x, y) the
following equations:

Ωst − ∆Ψst = 0, (7)

∂Ωst

∂t
+ Ud(x, y)

∂Ωst

∂x
+ Vd(x, y)

∂Ωst

∂y
− ∂Ωd(x, y)

∂y

∂Ψst

∂x

+
∂Ωd(x, y)

∂x

∂Ψst

∂y
− 2

Re
∆Ωst =

∂Ψst

∂x

∂Ωst

∂y
− ∂Ψst

∂y

∂Ωst

∂x
.

(8)

Eliminating Ωst from Eqs. (7), (8) and discarding the
nonlinear terms we find the following linear equation
for Ψst:

∂∆Ψst

∂t
+ Ud(x, y)

∂∆Ψst

∂x
+ Vd(x, y)

∂∆Ψst

∂y

− ∂Ωd(x, y)

∂y

∂Ψst

∂x
+

∂Ωd(x, y)

∂x

∂Ψst

∂y
− 2

Re
∆∆Ψst = 0.

(9)

We seek a solution of Eq. (9) in the form of a sum of
running waves of frequency S with a slowly varying com-
plex wave number Q(S, x) and the amplitude f (S)(µx, y):

Ψst(t, x, y) =
1

2π

∞
∫

−∞

f (S)(x, y)

× exp



i



St −
x
∫

0

Q(S, x) dx







 dS. (10)

The complex wave number Q(S, x) may be represented
as Q(S, x) = S/vph(S, x)+ iΓ(S, x), where vph(S, x) is the
wave phase velocity and Γ is the gain factor.

Taking into account that the jet diverges slowly, we can
represent the function f (S)(x, y) and the wave number
Q(S, x) as series in a conditional small parameter µ ∼
1/
√

Re characterizing the slowness of the jet divergence:

f (S)(µx, y) = f0(S, µx, y) + µf1(S, µx, y) + . . . ,

(11)

Q(S, x) = Q0(S, x) + µQ1(S, x) + . . . ,

where f0(S, µx, y), f1(S, µx, y), . . . are unknown func-
tions vanishing, along with their derivatives, at y = ±∞.

Substituting (10), in view of (11), into Eq. (9) and retain-
ing only terms containing first derivations with respect to
x we obtain the following equations for f0(S, µx, y) and
f1(S, µx, y):

L0(Q0)f0(S, µx, y) = 0, (12)

L0(Q0)f1(S, µx, y) = iQ1L1(Q0)f0(S, µx, y)

−L2(Q0)f0(S, µx, y), (13)

where

L0(Q0) = i
(

S − Ud(x, y)Q0

)

(

∂2

∂y2
− Q2

0

)

+ Vd(x, y)

×
(

∂3

∂y3
− Q2

0

∂

∂y

)

+ iQ0Ωdy(x, y) + Ωdx(x, y)
∂

∂y

− 2

Re

(

∂4

∂y4
− 2Q2

0

∂2

∂y2
+ Q4

0

)

, (14)

L1(Q0) = Ud(x, y)

(

∂2

∂y2
− 3Q2

0

)

+ 2SQ0 − 2iQ0

×Vd(x, y)
∂

∂y
− Ωdy(x, y) +

8iQ0

Re

(

∂2

∂y2
− Q2

0

)

, (15)

L2(Q0) = S

(

2Q0
∂

∂x
+

∂Q0

∂x

)

+ Ud(x, y)

[

∂3

∂x∂y2

−3Q0

(

Q0
∂

∂x
+

∂Q0

∂x

)]

− iVd(x, y)

(

2Q0
∂2

∂x∂y

+
∂Q0

∂x

∂

∂y

)

− Ωdy(x, y)
∂

∂x
+

4i

Re

[

2Q0
∂3

∂x∂y2

+
∂Q0

∂x

∂2

∂y2
− Q2

0

(

2Q0
∂

∂x
+ 3

∂Q0

∂x

)]

, (16)

where

Ωdx(x, y) =
∂Ωd(x, y)

∂x
, Ωdy(x, y) =

∂Ωd(x, y)

∂y
.

Equation (12), with the boundary conditions for function
f0 and its derivatives of vanishing at y = ±∞, describes a
non-self-adjoint boundary-value problem, where Q0 plays
the role of a complex eigenvalue. It should be noted that
similar boundary-value problems are studied by mathe-
matician very poorly.

Consistent with Fredholm’s theorem on alternative [6],
the linear boundary-value problem described by an inho-
mogeneous equation is solvable if the right-hand mem-
ber of this equation is orthogonal to each of eigenfunc-
tions χ(S, x, y) of the Hermitian-conjugate boundary-
value problem. The orthogonality condition is

iQ1

∞
∫

−∞

χ(S, x, y)L1(Q0)f0(S, x, y) dy

−
∞
∫

−∞

χ(S, x, y)L2(Q0)f0(S, x, y) dy = 0, (17)
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where χ(S, x, y) is a function complex conjugate with
χ(S, x, y). Condition (17) allows us to find the correc-
tion Q1(S, x) to the eigenvalue Q0(S, x).

It is known from experiments that in a plane jet near
its nuzzle the velocity pulsations are even functions of
the transverse coordinate y. That is why we can seek
the stream function as an odd function of y. In this
case we can consider only positive values of y. Because
for y ≤ y1, where y1(x) is the internal boundary of the
boundary layer, Ud(x, y) ≈ 1, Vd(x, y) ≈ 0, Ωdx(x, y) ≈
Ωdy(x, y) ≈ 0, the odd general solution of Eq. (14) over
this region of y is

f0(x, y) = C1 sinh
(

B11(x)y
)

+C2 sinh
(

B12(x), y
)

, (18)

where

B11(x) = Q0(x), B12(x) =

√

√

√

√

Q2
0(x) +

i
(

S − Q0(x)
)

Re

2
(19)

are the roots of the characteristic equation corresponding
to Eq. (14), and C1, C2 are arbitrary functions of x. It
follows from here that for any y smaller then a certain
value of y = y0(x) corresponding to the so called turn-
point[? ], the solution of Eq. (14) can be represented
as

f0(x, y) = C1f01(x, y) + C2f02(x, y), (20)

where f01(x, y) and f02(x, y) are two linearly independent
partial solutions of Eq. (14) with initial conditions

f01(x, 0) = 0,
∂f01

∂y

∣

∣

∣

∣

y=0

= Q0(x),
∂2f01

∂y2

∣

∣

∣

∣

y=0

= Q2
0,

(21)

∂3f01

∂y3

∣

∣

∣

∣

y=0

= Q3
0(x), f02(x, 0) = 0,

∂f02

∂y

∣

∣

∣

∣

y=0

= B12(x),

∂2f02

∂y2

∣

∣

∣

∣

y=0

= B2
12(x),

∂3f02

∂y3

∣

∣

∣

∣

y=0

= B3
12(x).

To find a solution for y ≥ y0, we note that for y ≥ y2,
where y2 > 1 + δ2(x), Ud(x, y) ≈ 0, Vd(x, y) ≈ Vd(x,∞),
Ωdx(x, y) ≈ Ωdx(x,∞). Hence, over this region the coef-
ficients of Eq. (12) are also independent of y. Its solution
vanishing at y → ∞ for y ≥ y2 can be written as

f0(x, y) = C3 exp
(

B21(x)(y−y2)
)

+C4 exp
(

B22(x)(y−y2)
)

,

(22)
where C3 and C4 are arbitrary functions of x, B21(x) and
B22(x) are the roots of the characteristic equation

B4 − Vd(x,∞)Re

2
B3 −

(

2Q2
0 +

iSRe

2

)

B2 − Re

2

×
(

∂Ωd(x,∞)

∂x
− Q2

0Vd(x,∞)

)

B + Q4
0 +

iSQ2
0Re

2
= 0

(23)

with negative real parts. It follows from (22) that the
solution of Eq. (12) vanishing at y → ∞ for any y ≥ y0

may be represented as the following linear combination
of two linearly independent partial solutions:

f0(x, y) = C3f03(x, y) + C4f04(x, y), (24)

where f03(x, y) and f04(x, y) are partial solutions of
Eq. (12) with boundary conditions

f03(x, y2) = 1,
∂f03

∂y

∣

∣

∣

∣

y=y2

= B21(x),
∂2f03

∂y2

∣

∣

∣

∣

y=y2

= B2
21(x),

∂3f03

∂y3

∣

∣

∣

∣

y=y2

= B3
21(x),

(25)

f04(x, y2) = 1,
∂f04

∂y

∣

∣

∣

∣

y=y2

= B22(x),
∂2f04

∂y2

∣

∣

∣

∣

y=y2

= B2
22(x),

∂3f04

∂y3

∣

∣

∣

∣

y=y2

= B3
22(x).

The functions Cj (j = 1, 2, 3, 4) and value of Q0(x)
should be taken so that for y = y0 solution (20) graded
into (24). This value of Q0(x) is just an eigenvalue in the
approximation under consideration.

Equating (20) and (24), along with their derivations,
at point y0 we obtain the system of equations for Cj :

4
∑

j=1

Cjf0j(x, y0) = 0,

4
∑

j=1

Cj

∂f0j(x, y0)

∂y
= 0,

(26)
4
∑

j=1

Cj

∂2f0j(x, y0)

∂y2
= 0,

4
∑

j=1

Cj

∂3f0j(x, y0)

∂y3
= 0.

Eigenvalues of Q0(x) should be found from the condition
that the determinant of system of equations (26) is equal
zero. This determinant may be written as

D(Q0, x, y0) = r23(x, y0)q01(x, y0) − r13(x, y0)q02(x, y0)

+r12(x, y0)q03(x, y0) + r03(x, y0)q12(x, y0)

−r02(x, y0)q13(x, y0) + r01(x, y0)q23(x, y0), (27)

where

qij(x, y) = f
(i)
01 (x, y)f

(j)
02 (x, y) − f

(j)
01 (x, y)f

(i)
02 (x, y),

(28)

rij(x, y) = f
(i)
03 (x, y)f

(j)
04 (x, y) − f

(j)
03 (x, y)f

(i)
04 (x, y),

i =0–2, j=1–3, f
(j)
0k (x, y) =

∂jf0k(x, y)

∂yj
, k=1–4.

It should be noted that solutions f01(x, y) found nu-
merically are unstable. For some values of y they merge
with f02(x, y). These numerical difficulties result in that
we cannot use directly formulas (27) and (28) to calcu-
late eigenvalues and eigenfunctions. One of the ways of
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calculating these quantities lies in the approximate solv-
ing Eq. (12) by using a method similar to WKB method.
This method goes back to H. Poincaré and G. Birkhoff
[7, 8] and then it evolves by Ya.D. Tamarkin [9, 10]. Con-
cerning method that now is called the WKB method see
[11, 12]. However, in these books the method is set out
only for a second order differential equation. Here we
give the generalization of this method to the fourth or-
der equation.

For using the WKB method we take into account that
Vd(x, y)/Ud(x, y) ∼ 1/λ, where λ =

√
Re. Therefore it

is convenient to rewrite Eq. (12) in terms of vd(x, y) =
Vd(x, y)λ and resolve it with respect to higher derivative.
As a result, we find

∂4f0(x, y)

∂y4
− 2Q2

0

∂2f0(x, y)

∂y2
+ Q4

0f0(x, y)

−λ
vd(x, y)

2

(

∂3f0(x, y)

∂y3
− Q2

0

∂f0(x, y)

∂y

)

− λ2

2

×
[

i
(

S − Ud(x, y)Q0

)

(

∂2f0

∂y2
− Q2

0f0

)

+ Ωdx(x, y)

×∂f0(x, y)

∂y
+ iQ0Ωdy(x, y)f0(x, y)

]

= 0. (29)

This equation contain a large parameter λ.

According to the main idea of WKB method, a partial
solution of Eq. (29) may be sought as

f0(x, y) = C exp
(

λG(x, y, λ)
)

, (30)

where G(x, y, λ) is a unknown function that may be rep-
resented as a series in the small parameter λ−1:

G(x, y, λ) = G0(x, y) + λ−1G1(x, y) + . . . . (31)

It is convenient to set

G0(x, y) =

∫

g0(x, y) dy, G1(x, y) =

∫

g1(x, y) dy, . . .

(32)

Substituting (30), in view of (31), into Eq. (29), re-
stricting expansion (31) to the term of order λ−1 and
equating the coefficients of the same powers of λ, we ob-
tain for g0(x, y) and g1(x, y) the following equations:

g2
0(x, y)

(

2g2
0(x, y) − vd(x, y)g0(x, y)

−i
(

S − Ud(x, y)Q0

)

)

= 0, (33)

(

8g2
0(x, y) − 3vd(x, y)g0(x, y) − 2i

(

S − Ud(x, y)Q0

)

)

×g0(x, y)g1(x, y) +

(

12g2
0(x, y) − 3vd(x, y)g0(x, y) − i

(

S

−Ud(x, y)Q0

)

)

∂g0(x, y)

∂y
− Ωdx(x, y)g0(x, y) = 0, (34)

(

i
(

S − Ud(x, y)Q0

)

+ 3vd(x, y)g0(x, y) − 12g2
0(x, y)

)

(

∂g1(x, y)

∂y
+ g2

1(x, y)

)

+

(

Ωdx(x, y) + 3vd(x, y)
∂g0(x, y)

∂y

−24g0(x, y)
∂g0(x, y)

∂y

)

g1(x, y) − i
(

S − Ud(x, y)Q0

)

Q2
0

+iQ0Ωdy(x, y) + 4g2
0(x, y)Q2

0 − 6

(

∂g0(x, y)

∂y

)2

− 8g0(x, y)

×∂2g0(x, y)

∂y2
+ vd(x, y)

(

∂2g0(x, y)

∂y2
− Q2

0g0(x, y)

)

= 0.

(35)

Equation (33) has three roots: g01(x, y) = 0 and

g02,03(x, y) =

vd(x, y) ∓
√

v2
d(x, y) + 8i

(

S − Ud(x, y)Q0

)

4
.

(36)
It follows from (36) that outside the boundary layer
g02,03(x, y) is equal to

g02,03(x, y) =















∓ 1 + i

2

√

S − Q0(x) y ≤ y1,

vd(x,∞) ∓
√

v2
d(x,∞) + 8iS

4
y ≥ y2.

(37)
For the first root Eq. (34) is identical, and the differen-
tial equation for g11(x, y) corresponding to the first root
follows from Eq. (35):

i
(

S − Ud(x, y)Q0

)

[

∂g11(x, y)

∂y
+ g2

11(x, y) − Q2
0

]

+Ωdx(x, y)g11(x, y) + iQ0Ωdy(x, y) = 0. (38)

Eq. (38) is a Riccati equation. It is known that by the

change of variable g11(x, y) =
∂
(

ln f01(x, y)
)

∂y
Eq. (38)

reduces to the linear second order equation

i
(

S − Ud(x, y)Q0

)

(

∂2f01(x, y)

∂y2
− Q2

0f01(x, y)

)

+Ωdx(x, y)
∂f01(x, y)

∂y
+ iQ0Ωdy(x, y)f01(x, y) = 0,(39)

that coincides with Eq. (12) for Re = ∞ and Vd(x, y) ≡ 0.
For y ≤ y1, when Ωdx(x, y) ≈ 0 and Ωdy(x, y) ≈ 0,

from Eq. (38) we find

g111,112(x, 0) ≈ ±Q0(x) (40)
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These expressions coincide with the roots of the charac-
teristic equation corresponding to Eq. (12) for Re = ∞,
Vd(x, y) ≡ 0 and y ≤ y1.

For y ≥ y2, when Ud(x, y) = 0, Ωdx(x, y) ≈ Ωdx(x,∞)
and Ωdy(x, y) ≈ 0, we find from (38)

g111,112(x,∞) ≈ iΩdx(x,∞)

2S
∓
√

Q2
0 −

Ω2
dx(x,∞)

4S2
.

(41)
It can be easily shown that only g111(x,∞) has a nega-
tive real part and close to the root B21 of characteristic
equation (23).

It should be noted that steady state solutions of
Eq. (38) with negative real parts are unstable with re-
spect to small perturbations. Therefore for their finding
special appropriate measures are necessary.

For the second and third roots of Eq. (33) we find from
Eq. (34) g12,13(x, y):

g12,13(x, y) =

[

−Ωdx(x, y) +

(

12g02,03(x, y) − 3vd(x, y)

−
i
(

S − Ud(x, y)Q0

)

g02,03(x, y)

)

∂g02,03(x, y)

∂y

](

(

3vd(x, y)

−8g02,03(x, y)
)

g02,03(x, y) + 2i
(

S − Ud(x, y)Q0

)

)

−1

.(42)

Expression (42) allows us to calculate the additions to
g02(x, y) and g03(x, y) of order 1/λ.

Within the regions y ≤ y1 and y ≥ y2, where
∂g02,03(x, y)/∂y ≈ 0, as following from (42)

g12,13(x, y) =

{

0 y ≤ y1,

g12,13(x,∞) y ≥ y2,
(43)

where

g12,13(x,∞) = −Ωdx(x,∞)

(

(

3vd(x,∞)

−8g02,03(x,∞)
)

g02,03(x,∞) + 2iS

)

−1

.

It may be shown that only g02(x,∞) and g12(x,∞) have
negative real parts.

It follows from (37) and (43) that the second partial
solution of Eq. (38), being a rapidly varying function of
y, in the region y ≤ y0(x) is

f02(x, y) = exp
(

G3(x, y)
)

− exp
(

G4(x, y)
)

, (44)

where

G3(x, y) =

y
∫

0

g3(x, u) du, G4(x, y) =

y
∫

0

g4(x, u) du,

g3(x, y) =
√

Reg02(x, y) + g12(x, y),

g4(x, y) =
√

Reg03(x, y) + g13(x, y).
In the region y ≥ y0(x) the second partial solution of
Eq. (38) vanishing at y → ∞ may be represented as

f04(x, y) = exp





y
∫

y2

g3(x, y) dy



 . (45)

Sewing the solution found for y ≤ y0 with that found for
y ≥ y0 we obtain the system of equations of the form
(26). Its determinant is described by (27).

To find the eigenfunctions we need to solve Eqs. (26)
for the found value of Q0. As a result, we express three
from unknown functions Cj in terms of the fourth one
that may be set equal 1.

To find the addition Q1(S, x) to eigenvalue Q0(S, x) we
must calculate the adjoint eigenfunctions with the condi-
tion of vanishing at |y| → ∞. The value of Q1(S, x) can
be found from formula (17). Our calculations have shown
that Q1(S, x) are negligible for large Reynolds numbers.
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