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Abstract
This paper presents an approach for dynamic model-

ing of writing process. A text is divided into sequence
of sub-texts that are described through occurrences of
character N -grams. The Mean Dependence similar-
ity measures the association between a present sub-text
and a number of preceding ones and transforms a text
into a time series, which is supposed to be weak sta-
tionary if the text is created using single writing style.
A periodogram of this signal estimates its Power Spec-
tral Density providing a spectral attribute of the style.
Numerical experiments demonstrate high ability of the
proposed method in authorship identification and the
revealing of writing style evolution.
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1 Introduction
The phenomena of Big Data led in turn to the use of

the Internet information field in virtually all areas of
human activity. The increasing amount of digital text
data results in active delelopment of tools for data col-
lection and processing, the infrastucture and services
for use of this data in scientific reasearch, politics and
economy. One of the most promising areas of mod-
ern use of Big Data is the rapid development of tech-
nologies for revealing ”hidden” information in large
amounts of unstructured data that exist in digital or text
form. This does not mean that the information is de-
liberately hidden - just the threshold of ”information
noise” in such conglomerates of different formats is
usually large and it does not allow us to quickly iden-
tify the existing semantic links. Cluster analysis of so-
cial processes and sociocultural factors of politics in
different countries allows evaluation and interpretation
of events in the last decade and detection of tension
in society that leads to mass riots. And furthermore

nowadays the appropriate data analysis of social me-
dia and telecommunication can be used to predict ter-
rorist threats [2] At the same time the research of the
texts themselves, especially fictional or historical ones,
can uncover new facts about the authors, their lives, the
time period and the influence of sociocultural events on
their work.
Nowadays textual data is the source of Big Data. Pow-

erful Natural Language Processing, Machine Learn-
ing and Data Mining techniques allow conducting ex-
tensive research in the language field. Such instru-
ments for text analysis are used separately or as a part
of larger complex analytical systems. Their applica-
tion in philology, literary criticism, in the construc-
tion of behavioral models often give unexpected re-
sults, since they allow us to reveal fairly subtle connec-
tions and regularities not only in technical and techno-
logical fields, but also in a saturated emotional sphere -
and at the same time, on the basis of study of style, the
manner of using linguistic means and etc., to see how
the world perception of the authors of the text changes,
how their visual means develop and the dictionary is
enriched on a large time interval. Methods based on
frequency lists are known for more than a century and
mostly used for the analysis of static structure of a text.
Such a structure can provide information for attribution
in cases of unknown or doubtful authorship of the text,
e.g. apocrypha, historical documents.
Recently, spectral analysis of weakly structured data,

particularly literary texts, gained much attention.
Methods of spectral estimation find application in var-
ious fields of natural sciences and make it possible
to recognize patterns that are difficult to find by ob-
servation or measurement methods. Social and po-
litical events, for example, have analogues in physi-
cal world, such as the accumulation of stresses in the
earth’s crust, the appearance, propagation and growth
of seismic waves, resonance phenomena leading crustal
faults and volcanic activity.
It is worth noting that unlike dynamic physical pro-

cess where significant parameters change over time,



complete text as a set of elements (characters, dig-
its, punctuation marks) constructing semantic combi-
nations (words, paragraphs, pages) remains unchanged.
If we change this set of elements it will result in a com-
pletely different text. This makes it impossible to ap-
ply tools that are used to analyze physical process di-
rectly. The mentioned semantic combinations can con-
struct stable internal sructure of the text that can be
identified by frequency methods and characterize the
author’s writing style. In literature the stylistic features
remain fairly stable and are often re-used by the au-
thor. This sustainability underlies in the authorship at-
tribution algorithms. Nevertheless methods of time se-
ries analysis can be applied to texts. In particular, in
the study of texts in which it is possible to find hid-
den ”temporary” (periodic) regularities. Therefore the
spectral analysis of time series can reveal hidden infor-
mation in literary texts and give it a new interpretation.
The following section provides basic theory of spec-

tral analysis. The main algorithm is designed in Sec-
tion 3. Section 4 describes numerical experiments. We
conclude our paper with a discussion in Section 5.

2 Spectral Analysis
In this section we present some basic concepts of

spectral analysis (see, for example [11]). The spectral
analysis of time series is one of the widespread tech-
nique in statistical signal processing. Whenever a sig-
nal wavers over a stable state, it recognizes frequency
fluctuations that dominate the signal by means of de-
composition in terms of a linear combination of the
basic trigonometric functions with diverse frequencies
and amplitudes. The Power Spectral Density (PSD)
expresses how power of such a stationary process is
dispersed within these features.
Let us take a continuous weakly stationary process
x(t) and consider a Fourier integral

GT (ω)=
1

2T

T∫
−T

x(t) exp (−iωt) dt.

PSD is defined as

P(ω) = lim
T→∞

|GT (ω)|2 .

Averaging over multiple realizations, we get the gen-
eral description of PSD

P(ω) = lim
T→∞

E
(
|GT (ω)|2

)
.

Recall, that a stochastic process x(t) is weakly sta-
tionary if

1. Its mean function E(x) = mx(t) = mx(t + τ)
for all τ ∈ R, that is the mean function mx(t) is
constant.

2. The autocovariance function

E[(x(t1)−mx(t1))(x(t2)−mx(t2))] = Cx(t1, t2)

= C(t1 − t2, 0)

depends only on difference between t1 and t2.
This implies that the autocorrelation depends only
on τ = t1 − t2, i.e. γ(t1, t2) = γ(τ).

In this case PSD and γ(τ) are a Fourier transform
pair:

P(ω) =

∞∫
−∞

γ(τ) exp (−iωτ) dτ.

A periodogram provides an estimator for PSD. As-
sume that a zero mean signal x(t) is sampled at N
points to produce values

x = {xn, n = 0, 1, ..., N − 1}

with the sampling interval ∆. For simplicity, we sup-
pose that N is an even number. Discrete Fourier trans-
form of x is expressed as

Xk(x) =

N−1∑
n=0

xnwn exp

(
2πink

N

)
, k = 0, ..., N−1,

(1)
where i =

√
−1, and wn is a window function that

changes more gradually from zero to a maximum and
then back to zero as n ranges from 0 to N − 1. The
periodogram is defined at

(
N
2 + 1

)
frequencies

fk =
k

N∆
= 2fc

k

N
, k = 0, ...,

N

2
,

where fc is the Nyquist frequency, by the following
way:

1. Px(0) = Px(f0) = 1
W 2 |X0(x)|2 .

2. Px(k) = Px(fk) =
1

W 2

(
|Xk(x)|2 + |XN−k(x)|2

)
, k =

1, ...,
(
N
2 − 1

)
.

3. Px(N
2 ) = Px(fN

2
) = 1

W 2

∣∣∣XN
2

(x)
∣∣∣2 .

for

W = N

N−1∑
n=0

w2
n.



The standard estimator corresponding to wn = 1,
n = 0, ..., N − 1 is asymptotically unbiased, but the
variance does not go to 0 as N grows. To remedy this
situation windowing is applied [10]. We use the fol-
lowing version of the Parzen window:

wn =

1− 6
(
|m|
N/2

)2

+ 6
(
|m|
N/2

)3

, 0 ≤ |m| ≤ (N−1)
4

2
(

1− |m|
N/2

)3

, otherwise
,

where m = n− (N − 1)/2 for n = 0, 1, ..., N − 1.

3 Spectral Attributing
Let us consider a collection D of documents with a

similarity function S defined on D× D as follows:

1. 0 ≤ S(D1,D2) ≤ 1 for all D1,D2 ∈ D.
2. S(D,D) = 1 for all D ∈ D.

We do not suggest that S(D1,D2) = 1 implies equal-
ity of D1 and D2. In the framework of our model, we
consider each documentD ∈D as a series ofm sequen-
tial documents:

D = {D̂1, ..., D̂m}. (2)

Thus, D is the concatenation of D̂1, ..., D̂m. The Mean
Dependence characterizing the mean relationship be-
tween a chunk D̂i, i = T + 1, ...m and the set of its T
“precursors” is defined similarly to [18] as

ZVT,S(D̂i) =
1

T

∑
D̂∈∆i

S(D̂i, D̂), (3)

where ∆i =
{
D̂i−j , j = 1, ..., T

}
the set of its T

“precursors” of D̂i An example of ZVT,S is presented
in Fig. 1. Here, the values of ZVT,S are computed
for the sequential compound of the seven books in the
“Harry Potter” series written by J. K. Rowling with the
six novels in “Rama” series by Arthur C. Clarke. The
biggest pit in the graph corresponds to the border be-
tween the collections, and smaller ones designate bor-
ders between single books. However, the general be-
havior of the constructed time series inside the series
appears to be quite stationary demonstrating oscillation
around a central level.

This confirms our conception that each text D ∈ D
regarded as an outcome of “a random number genera-
tor” reflecting authors personal characteristics exposes
the same writing style if and only if the sequence:

Yi (D) = ZVT,S(D), i = T + 1, ...m (4)

Figure 1. Graph ofZV − value.

is a weakly stationary one. Therefore we consider spec-
tral attributes of a writing style as the relevant features
of an appropriate periodogram. For example, the fol-
lowing algorithm 1 evaluates the number of the writing
styles in a collection D.

Algorithm 1 Main Algorithm
Input:
D− collection to be considered;
D = {D̂1, ..., D̂m}− representation (2) of each
document in the collection;
T – delay parameter in (3);
S – similarity measure in (3);
k? – maximum number of styles in the collection;
Cl – clustering algorithm;
CLV – cluster validation index;

Procedure
1: Transform each document Dj ∈ D into a time se-

ries Y(Dj) = {Yi (D)} according to (4).
2: Calculate a periodogramPY(Dj) of each time series

Y(Dj).
3: for k = 2 to k∗ do
4: c = Cl(

{
PY(Dj)

}
, k);

5: indk = CLV (c);
6: end for
7: The number of styles is chosen as the optimal num-

ber of clusters according to the index value indk
{k = 2, .., k∗}.

Application of a partitioning algorithm, like the
most representative K-means [8] and Partition Around
Medoids methods [7], in the proposed procedure to-
gether with a cluster validation approach makes sense
if the number of documents in D is sufficiently large.
Otherwise a hierarchical algorithm can be applied in
order to recognize the clusters.

4 Numerical experiments
A similarity function is an important part of the pro-

posed approach. In the current paper we form it based
on the N -grams model. N -grams methods are widely
used in the text mining (see, for example, [14]). We
create an 3-gram vocabulary containing all 3-grams



presenting in D after omitting the stop words - a set
of very common, high frequent words. Subsequently,
each chunk D̂ is represented as a histogram h

(
D̂
)

of
these vocabulary, and the following similarity is calcu-
lated

S(D̂1, D̂2) = ρ(h
(
D̂1

)
, h
(
D̂2

)
),

where ρ is the Spearman’s ρ (see e.g., [3]), which treats
the distributions h

(
D̂1

)
and h

(
D̂2

)
as a kind of ordi-

nal data where frequencies are interpreted as the rank
positions. This method has been successfully applied
to visual word histogram relationship evolution (see,
for example [5]), and for clustering genomes within the
compositional spectra approach [1].
The standard Euclidean distance asDM and the delay

parameter T equals to 10, and m = 256 are used.

4.1 Comparison of book collections
First, we consider three known book collections in or-

der to study the evolution of their inner style and we
use the single-linkage hierarchial clustering [4] in all
experiments.

4.1.1 The Foundation Series The series was writ-
ten in approximately thirty years period by American
author Isaac Asimov and includes the books: “Pre-
lude to Foundation” (1988), “Forward the Foundation”
(1993), “Foundation” (1951), “Foundation and Em-
pire” (1952), “Second Foundation”(1953), “Founda-
tion’s Edge” (1982) and “Foundation and Earth” (1986)
denoted as F1, . . . , F7 according to the chronological
order. It is natural to suggest that the underlying writing
style of the cycle has being changed within the time-
consuming period of its creation.
Let us consider two periodograms in Fig. 2 con-

structed for the first published book “Foundation” (red)
and the last published book “Forward the Foundation”
(blue).
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Figure 2. Periodograms constructed for the first (red) and the last
(blue) published books.

Generally speaking, the curves are similar, but the
power of the red one appears to be more concentrated
in the low rates area. It might be assumed that the style
became “wrigglier” over time. Alteration of the style is
also detected in the results of the hierarchical clustering
(see, dendrogram in Fig. 3).

Figure 3. Hierarchal clustering of the Foundation series.

Two clusters distinguishable by own inner style are
clearly identified here. The first one contains three
novels, “Foundation”, “Foundation and Empire”, “Sec-
ond Foundation” are published in 1951, 1952 and 1953
correspondingly. Other four books published in 1988,
1993, 1982, and 1986 are located in the second group.
Apparently, a considerable gap between the writing pe-
riods (about 30 years) causes a significant change in the
series style.

4.1.2 The Rama series The “Rama” Series is a set
of six science fiction novels (in this paper denoted as
(R1 − R6)) initiated in 1973 by the acclaimed novel
“Rendezvous with Rama” by Arthur Clarke. The fol-
lowing table presents the pairwise distances between
periodograms in the “Rama” series.

Table 1. Distances between periodograms in the Rama series.

R1 R2 R3 R4 R5 R6

R1 0.00 2.28 2.11 2.65 1.92 1.72

R2 2.28 0.00 0.18 0.37 0.35 0.56

R3 2.11 0.18 0.00 0.54 0.19 0.39

R4 2.65 0.37 0.54 0.00 0.73 0.93

R5 1.92 0.35 0.19 0.73 0.00 0.20

R6 1.72 0.56 0.39 0.93 0.20 0.00

The maximum value (2.65) is the distance betweenR1
andR4. The corresponding periodograms are exhibited
in Fig. 4 and are marked in red and blue respectively.



Figure 4. Periodograms constructed forR1 andR4.

By analogy with the previously considered “Founda-
tion” series, a formerly published book demonstrates
smoother style.

Figure 5. Hierarchal clustering of the Rama series.

A hierarchical clustering of the cycle given in Fig.
5 clearly reveals the collection structure. At the out-
set, only the first book,“Rendezvous with Rama” was
written solely by Arthur C. Clarke. He paired up with
Gentry Lee for the following three novels “Rama II”,
“The Garden of Rama”, and “Rama Revealed”. There
is a common point of view that Gentry Lee did the real
composing, while Arthur C. Clarke mainly edited, and
the focus and style of the mutual novels (R2−R4) are
very dissimilar from those of the first one.

4.1.3 The Epistles Collection In this section, we
evaluate seven written in the common Greek language
texts from the New Testament (collection of Epis-
tles) considering the figure and teachings of Christ:
“Corinthians 1”, “Corinthians 2”, “Romans”, “Philip-
pians”, “Thessalonians 1”, “Galatians”, and “Hebrew”
(denoted as B1 − B7). Let us consider the distance
matrix between the periodograms in the collection.
A graphical representation of this matrix is given in
Fig. 6.

So, we can anticipate a two-cluster structure, which is
confirmed by the following dendrogram.

Table 2. Distances between periodograms in collection of Epistles.

B1 B2 B3 B4 B5 B6 B7

B1 0.00 0.14 0.29 3.48 2.78 2.23 0.31

B2 0.14 0.00 0.42 3.34 2.64 2.09 0.44

B3 0.29 0.42 0.00 3.76 3.07 2.52 0.06

B4 3.48 3.34 3.76 0.00 0.71 1.25 3.78

B5 2.78 2.64 3.07 0.71 0.00 0.55 3.08

B7 2.23 2.09 2.52 1.25 0.55 0.00 2.53

B7 0.31 0.44 0.06 3.78 3.08 2.53 0.00
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Figure 6. Graphical representation of the distance matrix.

Figure 7. Hierarchal clustering of collection of Epistles.

Two clusters are attained here:

1. “Corinthians 1”, “Corinthians 2”, “Romans”, “He-
brew”

2. “Philippians”, “Thessalonians 1”, “Galatians”

The Undisputed Epistles: “Romans”, “Corinthians
1”, “Corinthians 2”, “Thessalonians 1”, “Galatians”,
“Philippians”, and “Philemon” are respected to be a
genuine work of Paul by most scholars [9]. Our pro-
cess splits the group into two. Note, that the same result
has been obtained in [15] using a completely different
method. However, the last part ( “Hebrew”) was iso-
lated in this paper into a separate cluster.

4.2 Authorship determination of single books
In this section several experiments are provided to

evaluate the method’s ability to discover authorship of
single books. We take several books written by Arthur
C. Clarke and Isaac Asimov and compare them with
the “Foundation” and “Rama” series using Algorithm



1. The clustering algorithm PAM , offered in [7], is ap-
plied here with the cluster validation Silhouette method
[13]. The silhouette value measures how points in a
cluster are closer to each other in contrast to points
falled into other clusters. Points with large positive sil-
houette values around +1 are well clustered; those with
negative silhouette values are located in a wrong clus-
ter. The average of the silhouette values computed for
all points characterizes the partition quality. A partition
with the highest silhouette value is desired since such
a partition means it provides the best compact clusters
separated as well as possible. The reference collection
is the concatenation of the studied earlier F1, .., F7
and R1, .., R6 books with the maximum tested number
of clusters k∗ = 5.

4.2.1 Books by Arthur C. Clarke At the first step
three following books by Arthur C. Clarke are consid-
ered:

1. “Odyssey two”
2. “A Space Odyssey”
3. “A Fall of Moondust”

In all experiments the number of clusters is chosen
equal to two, and the following clusters are composed:

1. G1 = {AC,F3, F4, F5, R1, R2, R3, R4, R5, R6} .
2. G2 = {F1, F2, F6, F7} .

AC is one of the tested books. It is possible to see that
our method assigns all tested texts to the correct style,
and the partition provided for the foundation series co-
incidences with one obtained in Section 4.1.1.

4.2.2 Books by Isaac Asimov In these experi-
ments the following books by Isaac Asimov are com-
pared with reference collection

1. “Nemesis”
2. “The End of Eternity”
3. “The Gods Themselves”

For the first book the optimal number of clusters is
recognized as three and following clusters are pro-
duced:

G1 = {F3, F4, F5, R1, R2, R3, R4, R5, R6} .
G2 = {F1, F2, F6, F7} .
G3 = {Nemesis} .

The silhouette values are presented in Fig. 8.

It should be mentioned that a three cluster structure
is essential here. However, within clustering into two
clusters, G2 andG3 merge into one group. Similar par-
titions arise in two last cases, where the optimal num-
bers of clusters are evaluated to be two. Thus, all three
books are recognized as ones written by Isaac Asimov,
but the style of “Nemesis” is sufficiently different from
the style of the “Foundation” series.

Figure 8. Graph of the silhouette measure values calculated for test-
ing of the Nemesis authorship.

5 Conclusion
In this paper a new method describing spectral charac-

teristic of writing style is proposed. A text is converted
into a time series, which is assumed to be weakly sta-
tionary if the text is composed using the same style.
The Power Spectral Density of this process estimated
by means of a periodogram expresses a spectral pat-
tern of the style. The provided numerical experiments
demonstrate a high ability of the proposed method to
trace evolution of the style trough time and to resolve
author verification tasks.
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