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Abstract
In this report we consider the discrete–time dynamical

system consisting from three controlled objects. The
motion of all objects are described by corresponding
linear or convex discrete–time recurrent vector equa-
tions and this system has two levels of a control. The
first level (orI level) is dominating and the second level
(or II level) is subordinate and both have different cri-
terions of functioning and united a priori by determined
information and control relations. For investigation of
this dynamical system we propose the mathematical
formalization in the form of realization of two-level
hierarchical minimax program control problem of the
process of terminal approach with incomplete informa-
tion and propose the main scheme for its solving.
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1 Introduction
In this report we consider the discrete–time dynamical

system consisting from three controlled objects. The
motion of all objects are described by corresponding
linear or convex discrete–time recurrent vector equa-
tions and this system has two levels of control. The first
level (orI level) is dominating and the second level (or
II level) is subordinate and both have different criteri-
ons of functioning and united a priori by determined in-
formation and control relations. We formulate the two-
level hierarchical minimax program control problem of
the process of terminal approach with incomplete in-
formation for this discrete-time dynamical system and
propose the main scheme for its solving. The results
obtained in this report are based on [Krasovskii, 1968]–
[Bazaraa and Shetty, 1979] and can be used for com-

puter simulation and for designing of optimal digital
controlling systems for actual technical, robotics, eco-
nomic, and other multilevel control processes. Mathe-
matical models of such systems had considered, for ex-
ample, in [Chernousko, 1994]–[Tarbouriech and Gar-
cia, 1997].

2 Dynamic of objects the two-level hierarchical
discrete–time dynamical system

Let on a given integer time interval0,T =
{0, 1, · · · ,T} (T > 0) we consider a controlled mul-
tistep dynamical system consisting from three objects.
The motion of objectI which is a major object and con-
trolled by the dominating playerP is described by the
following discrete-time recurrent vector equation

y(t + 1) = f(t, y(t), u(t), u(1)(t)), y(0) = y0, (1)

and the motion of objectI1 which is a subsidiary object
and controlled by the subordinate playerS is described
by the following linear discrete-time recurrent vector
equation

y(1)(t + 1) = A(t)y(1)(t) + B(t)u(t) + C(t)u(1)(t),

y(1)(0) = y
(1)
0 , (2)

and the motion of objectII controlled by the deviating
playerE is described by the following discrete-time re-
current vector equation

z(t + 1) = Ā(t)z(t) + B̄(t)v(t), z(0) = z0. (3)



Here t ∈ 0,T− 1; y ∈ Rr, y(1) ∈ Rr1 and
z ∈ Rs are the phase vectors of the objectsI, I1

andII, respectively (r, r1, s ∈ N; for k ∈ N, Rk is
the k-dimensional Euclidean space of column vectors);
u(t) ∈ Rp, u(1)(t) ∈ Rp1 andv(t) ∈ Rq are the con-
trol vectors (the controls) of the playersP , S andE,
respectively, restricted by the given constraints

u(t) ∈ U1, u(1)(t) ∈ U(1)
1 , v(t) ∈ V1; (4)

where the setU1 is finite set in the spaceRp and
the setsU(1)

1 and V1 are convex polyhedrons in the
spacesRp1 and Rq, respectively (here and below, a
convex polyhedron is convex cover of finite set of vec-
tors in the corresponding Euclidean vector space); for
all fixed t ∈ 0,T− 1 and u(t) ∈ U1 the vector-
function f : 0,T− 1 × Rr × Rp × Rp1 −→ Rr is
continuous by collection of the variables(u(t), u(1)(t))
and for all fixed t ∈ 0,T− 1, y(t) ∈ Rr

and u(t) ∈ U1 the set f(t, y(t), u(t),U(1)
1 ) =

{f(t, y(t), u(t), u(1)(t)), u(1)(t) ∈ U(1)
1 } is convex;

for all t ∈ 0,T− 1: A(t), B(t), C(t), Ā(t) andB̄(t)
are real matrices of dimensions(r1 × r1), (r1 × p),
(r1 × p1), (s × s) and(s × q), respectively, and each
from matricesA(t) and Ā(t) have inverse matrices
A−1(t) andĀ−1(t), respectively.
We also assume that for all instantst ∈ 0,T the phase

vectorsy(t), y(1)(t) z(t) of the objectsI, I1 andII,
respectively, combined with the initial conditions in
equations (1)–(3) are restricted by the given following
constraints

y(t) ∈ Y1, y(1)(t) ∈ Y(1)
1 , z(t) ∈ Z1, (5)

whereY1, Y(1)
1 andZ1 are convex polyhedrons in the

spacesRr, Rr1 andRs, respectively.
All players P , S and E combined with the

objectsI , I1 andII define theI level or the dominat-
ing level of the control process for considered system.
The playerP combined with the objectI1 define theII
level or the subordinate level of the control process for
considered system (which is subordinate to theI level
or the dominating level of the control process).

3 Information conditions for the players
The control process in the discrete-time dynamical

system (1)–(5) are realized in the presence of the fol-
lowing information conditions.
In the field of interests of the playerP are the admis-

sible phase vectors of the objectsI, I1 and II, and
for any instantτ ∈ 1,T and any time interval (sim-
ply interval) 0, τ ⊆ 0,T (0 < τ) he knows the col-
lection: y(0) = y0 andy(1)(0) = y

(1)
0 are the initial

states of the phase vectors of objectsI andI1, respec-
tively; u(·) = {u(t)}t∈0,τ−1 is the past realization
of his control on the interval0, τ (∀ t ∈ 0, τ − 1 :

u(t) ∈ U1); u(1)(·) = {u(1)(t)}t∈0,τ−1 is the past re-
alization of the control of playerS on the interval0, τ

(∀ t ∈ 0, τ − 1 : u(1)(t) ∈ U(1)
1 ); ω(·) = {ω(t)}t∈0,τ

(ω(t) ∈Rm; m ∈ N,m ≤ s) is the past realization of
the information signal on the interval0, τ , and its val-
uesω(t) (ω(0) = ω0 is fixed) are generated for each
instantt ∈ 0, τ by the following discrete-time vector
equation

ω(t) = G(y(t))z(t) + F (t)ξ(t), (6)

whereξ(t) is a measurement error satisfying the fol-
lowing constraint

ξ(t) ∈ Ξ1. (7)

For all t ∈ 0,T and vectorsy(t) ∈ Rr we assume that
G(y(t) andF (t) are real matrices of dimensions(m×
s) and(m× l), respectively, and for all vectorsy(t) ∈
Rr each matrixG(y(t) has the dimensionm, and it
is equal to the dimension of vectorω; Ξ1 is convex
polyhedron in the spaceRl.
During this control process the playerP knows the

set Z(0) = Z0 ⊆ Z1 of all admissible initial phase
vectorsz(0) = z0 of the objectII which are consistent
[Krasovskii, 1968] with the initial signalω0 and it is a
convex polyhedron in the spaceRs.

Suppose that the playerP also knows a formation
principle of the controlsu(1)(·) = {u(1)(t)}t∈τ,T−1

(∀ t ∈ τ,T− 1 : u(1)(t) ∈ U(1)
1 ) by the playerS on

the intervalτ,T which will be described below.
We also assumed that the playerP knows a choice of

realization of the controlu(1)(·) = {u(1)(t)}t∈τ,T−1

(∀ t ∈ τ,T− 1 : u(1)(t) ∈ U(1)
1 ) by the playerS on

any intervalτ,T ⊆ 0,T, and he can use it for construct
of his controlu(·) = {u(t)}t∈τ,T−1 on this interval

(∀ t ∈ τ,T− 1 : u(t) ∈ U1).
It is assumed that in a field of interests of the playerS

is only admissible phase vectors of the objectI1, and
for any instantτ ∈ 1,T and the interval0, τ ⊆ 0,T
(0 < τ) he knows the collection: y(1)(0) = y

(1)
0

is the initial state of the phase vector of objectI1;
u(1)(·) = {u(1)(t)}t∈0,τ−1 is the past realization of his

control on the interval0, τ (∀ t ∈ 0, τ − 1 : u(1)(t) ∈
U(1)

1 ). We also assume that on this intervalτ,T the
playerS knows a choice of realization of the control
u(·) = {u(t)}t∈τ,T−1 (∀ t ∈ τ,T− 1 : u(t) ∈ U1)
of the playerP on this interval, which he can use for
construct of his controlu(1)(·) = {u(1)(t)}t∈τ,T−1 on

the intervalτ,T (∀ t ∈ τ,T− 1 : u(1)(t) ∈ U(1)
1 ).

We also assume that at every instantt ∈ 0,T− 1 of
main interval0,T a choice of the controlu(1)(t) by the
playerS depend not only from the restriction (4) but it
also depend from a choice of the controlu(t) ∈ U1 by
the playerP on the base of a priori mappingΨ1.



Let the mappingΨ1 is defined by the following de-
scription

Ψ1 : U1 → comp(U(1)
1 ); ∀ t ∈ 0,T− 1, ∀ u(t) ∈ U1,

u(1)(t) ∈ Ψ1(u(t)) ∈ comp(U(1)
1 ), (8)

whereΨ1(u(t)) is a convex polyhedron in the space
Rp1 for all u(t) ∈ U1. Therefore, it mean that a choice
of admissible realization of the controlu(1)(·) =
{u(1)(t)}t∈τ,T−1 by the playerS on the intervalτ,T
at every instantt ∈ τ,T− 1 constrained not only by
condition (4), but also constrained by the admissible
realization of the controlu(·) = {u(t)}t∈τ,T−1 of the
playerP , which is communicated to the playerS, and
values of the controlu(t) at every instantt ∈ τ,T− 1
define the corresponding condition (8). It mean that the
constraint (8) is a condition that define a behavior of the
playerS for achievement of his aim in the control pro-
cess (it will be formulate below) and obviously depend
from a behavior of the playerP .
It is also assumed that in this control process for all

instantt ∈ 0,T the playerP knows all equations and
constraints (1)–(8) and the playerS knows (2), (4), (5)
and (8).
We assumed that in this control process the playerE

can be fully informed about of all parameters of the
discrete-time dynamical system (1)–(8) and about real-
izations of the phase vectors of the objectsI, I1 andII
on the interval0,T.

4 Definitions and auxiliary properties of the dy-
namical system

For a strict mathematical formulation of the two-level
hierarchical minimax program control problem of the
process of terminal approach with incomplete informa-
tion for the discrete-time dynamical system (1)–(8) we
introduce some definitions.
For any fixed numberk ∈ N and intervalτ, ϑ ⊆

0,T (τ ≤ ϑ), we denote bySk(τ, ϑ) the metric space
of the functionsϕ : τ, ϑ −→ Rk of an integer argu-
ment with the metricρk defined by the relation

ρk(ϕ1(·), ϕ2(·)) = max
t∈τ,ϑ

‖ ϕ1(t)− ϕ2(t) ‖k

((ϕ1(·), ϕ2(·)) ∈ Sk(τ, ϑ)× Sk(τ, ϑ)),

and by comp(Sk(τ, ϑ)) we denote the set of all
nonempty and compact (in this metric) subsets in the
spaceSk(τ, ϑ). Here‖ · ‖k is the Euclidean norm in
Rk.

Using the constraint (4) we define the setU(τ, ϑ) ∈
comp(Sp(τ, ϑ− 1)) of all admissible program controls
u(·) = {u(t)}t∈τ,ϑ−1 of the playerP on the interval

τ, ϑ ⊆ 0,T (τ < ϑ) by the following relation

U(τ, ϑ) = {u(·) : u(·) ∈ Sp(τ, ϑ− 1),

∀ t ∈ τ, ϑ− 1, u(t) ∈ U1}.

Similarly, using the constraints (4) and (7) we define
the following sets:U(1)(τ, ϑ) is the set of all admissi-
ble program controls of playerS; V(τ, ϑ) is the set of
all admissible program controls of playerE; Ξ(τ, ϑ)
is the set of all admissible program errors of simulating
a realization of information signal which is described
by the relations (6), (7) and all of these sets defined on
the intervalτ, ϑ.
Using the constraints (4) and (8) for fixed admissible

program controlu(·) ∈ U(τ, ϑ) of the playerP we de-
fine the setΨτ,ϑ(u(·)) ∈ comp(Sp1(τ, ϑ− 1)) of all

admissible program controlsu(1)(·) ∈ U(1)(τ, ϑ) of
playerS on the intervalτ, ϑ, corresponding to admissi-
ble program controlu(·) of playerP by the following
relation

Ψτ,ϑ(u(·)) = {u(1)(·) : u(1)(·) ∈ U(1)(τ, ϑ),

∀ t ∈ τ, ϑ− 1, u(1)(t) ∈ Ψ1(u(t))}.

Now, by virtue of (1)–(7), we define the setΩ̂(τ, ϑ) ⊂
Sm(τ + 1, ϑ) of all admissible program realizations of
information signalω(·) = {ω(t)}t∈τ+1,ϑ on the inter-

val τ, ϑ.
Then for any instantτ ∈ 0,T (τ < T) let Ŵ(τ) =
{τ} × Rr × Rr1 × comp(Rs) (Ŵ(0) = Ŵ0 =
{w(0) = w0 : w0 = {0, y0, y

(1)
0 , Z0} ∈ {0} ×

Rr × Rr1 × comp(Rs)}) is the set of all admissi-
ble τ -positionsw(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈
0,T × Rr × Rr1 × comp(Rs) of the playerP in
discrete-time dynamical system (1)–(8) (whereZ(τ)
is the set of admissible phase vectorsz(τ) ∈ Rs of the
objectII at instantτ , w(0) = w0 = {0, y0, y

(1)
0 , Z0},

w∗(0) = w∗
0 = {0, y0, y

(1)
0 , Z∗

0}), where the nonempty
setZ∗

0 defined, by virtue (6), (7), by the following re-
lation

Z∗
0 = {z0 : z0 ∈ Z0, ∃ ξ0 ∈ Ξ1,

ω0 = G(y0)z0 + F (0)ξ0}.



And let Ŵ(1)(τ) = {τ} ×Rr1 (Ŵ(1)(0) = Ŵ(1)
0 =

{w(1)(0) = w
(1)
0 : w

(1)
0 = {0, y

(1)
0 } ∈ {0} × Rr1})

is the set of all admissibleτ -positions w(1)(τ) =
{τ, y(1)(τ)} ∈ 0,T × Rr1 (w(1)(0) = w

(1)
0 =

{0, y
(1)
0 }) of the playerS in discrete-time dynamical

system (1)–(8).
Let for any intervalτ, ϑ ⊆ 0,T (τ < ϑ), and for

fixed admissible realizations, by virtue of (1)–(7), the
τ -positionw(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ)
of the playerP , and the controlsu(·) ∈ U(τ, ϑ) and
u(1)(·) ∈ Ψτ,ϑ(u(·)) of playersP andS, respectively,

and the information signalω(·) ∈ Ω̂(τ, ϑ) we denote
by R(τ, ϑ, w(τ), u(·), u(1)(·), ω(·)) the set of all col-
lections(z̃(τ), ṽ(·)) ∈ Z(τ)×V(τ, ϑ) consistent (see
[Krasovskii, 1968], [Kurzhanskii, 1977], [Shorikov,
1997]) with this information on the intervalτ, ϑ, by the
following relation

R(τ, ϑ, w(τ), u(·), u(1)(·), ω(·)) = {(z̃(τ), ṽ(·)) :

(z̃(τ), ṽ(·)) ∈ Z(τ)×V(τ, ϑ), ∀ t ∈ τ + 1, ϑ,

∃ ξ∗(t) ∈ Ξ1, ω(t) = G(y(t))z̃(t) + F (t)ξ∗(t)

(y(t) = yt(τ, ϑ, y(τ), u(·), u(1)(·)),

z̃(t) = zt(τ, ϑ, z̃(τ), ṽ(·)))}, (9)

where by y(t) = yt(τ, ϑ, y(τ), u(·), u(1)(·)) and
z̃(t) = zt(τ, ϑ, z̃(τ), ṽ(·)) we denoted the sections at
instantt ∈ τ + 1, ϑ of the motions of objectsI and
II, respectively, on the intervalτ, ϑ. By virtue of (1)
and (3), the motions of objectsI andII are generated
by the collections(y(τ), u(·), u(1)(·)) and(z̃(τ), ṽ(·)),
respectively.
Let

Z(e)
ϑ (τ, ϑ, w(τ), u(·), u(1)(·), ω(·)) =

{z(e)(ϑ) : z(e)(ϑ) ∈ Rs,

z(e)(ϑ) = zϑ(τ, ϑ, z(τ), v(·)), (z(τ), v(·)) ∈

∈ R(τ, ϑ, w(τ), u(·), u(1)(·), ω(·))} (10)

be the information set of playerP by relatively of the
player E and of objectII (see [Krasovskii, 1968],
[Kurzhanskii, 1977], [Shorikov, 1997]) for a poste-
riori minimax filtering process in the discrete-time
dynamical system (1)–(7) on the intervalτ, ϑ, cor-
responding to the instantϑ and admissible collec-
tion (w(τ), u(·), u(1)(·), ω(·)) ∈ Ŵ(τ) × U(τ, ϑ) ×
Ψτ,ϑ(u(·)) × Ω̂(τ, ϑ). Note that it is the set of all ad-
missible realizations of the phase vectors of objectII
at the instantϑ, which are consistent with all informa-
tion about this system and known the playerP on the
intervalτ, ϑ about a behavior of the playerII.
For any fixed intervalτ, ϑ ⊆ 0,T (τ < ϑ), the τ -

positionw(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ) of
playerP and the controlsu(·) ∈ U(τ, ϑ) andu(1)(·) ∈
Ψτ,ϑ(u(·)) of playersP andS, respectively, we define
the following sets

Ω(τ, ϑ, w(τ), u(·), u(1)(·)) = {ω(·) : ω(·) ∈ Ω̂(τ, ϑ),

∀ t ∈ τ + 1, ϑ, ω(t) = G(y(t))z(t) + F (t)ξ(t),

y(t) = yt(τ, ϑ, y(τ), u(·), u(1)(·)),

z(t) = zt(τ, ϑ, z(τ), v(·)),

ξ(t) ∈ Ξ1, (z(τ), v(·)) ∈ Z(τ)×V(τ, ϑ)}; (11)

W(τ, w(τ), ϑ, u(·), u(1)(·)) =

= {w(ϑ) : w(ϑ) ∈ Ŵ(ϑ),

w(ϑ) = {ϑ, y(ϑ), y(1)(ϑ), Z(ϑ)},

y(ϑ) = yϑ(τ, ϑ, y(τ), u(·), u(1)(·)),

y(1)(ϑ) = yϑ(τ, ϑ, y(1)(τ), u(·), u(1)(·)),

Z(ϑ) = Z(e)
ϑ (τ, ϑ, w(τ), u(·), u(1)(·), ω(·)),



ω(·) ∈ Ω(τ, ϑ, w(τ), u(·), u(1)(·))}, (12)

which will be called the sets of all admissible infor-
mation signals on the intervalτ, ϑ and all admissible
ϑ-positions of playerP , respectively, corresponding to
theτ -positionw(τ) of playerP , and the controlsu(·)
andu(1)(·) of playersP andS, respectively.
It is known [Shorikov, 1997] that the information set

Z(e)
ϑ (τ, ϑ, w(τ), u(·), u(1)(·), ω(·)) of a posteriori min-

imax filtering process for discrete-time dynamical sys-
tem (1)–(8) is convex and may be approximate by con-
vex polyhedron in the spaceRs and construct by way
to realization of a finite sequence of one-step opera-
tions only. Note that this information set will be use for
formalization and solving of main approach problem in
this report.

5 Criterions of a quality for the two-level hierar-
chical minimax program control problem of the
process of terminal approach with incomplete
information

Then for estimate a quality of this control process by
playerP on theI level of control we define the follow-
ing terminal functional

α : Ŵ(τ)×U(τ,T)×U(1)(τ,T)× Ω̂(τ,T) =

= Γ(τ,T, α) −→ E =]−∞,+∞[, (13)

and its values for all admissible on the intervalτ,T the
collections of realizations(w(τ), u(·), u(1)(·), ω(·)) ∈
Γ(τ,T, α) are defined by the following concrete rela-
tion

α(w(τ), u(·), u(1)(·), ω(·)) =

= µ1 · β(w(1)(τ), u(·), u(1)(·))+

+µ · γ(w(τ), u(·), u(1)(·), ω(·)). (14)

Here the functionalβ is defined by the relation

β : Ŵ(1)(τ)×U(τ,T)×U(1)(τ,T) =

= Γ(τ,T, β) −→ E (15)

and its values for all admissible on the intervalτ,T
the collections of realizations(w(1)(τ), u(·), u(1)(·)) ∈
Γ(τ,T, β) are defined by the following relation

β(w(1)(τ), u(·), u(1)(·)) =

=‖ {y(1)(T)}k1 − {y(1)
∗ }k1 ‖k1 , (16)

where {y(1)(T)}k1 = {y(1)
T (τ,T, y(1)(τ), u(·),

u(1)(·))}k1 is k1-projection (k1 ≤ r1) of the sec-
tions at terminal instantT of motion of objectI1 on
the intervalτ,T, and corresponding by the collection
(y(1)(τ), u(·), u(1)(·)).
Note that the functionalβ is defined a value of dis-

tance between admissible realizations ofk1-projection
(k1 ≤ r1) a section at terminal instantT of a mo-
tion the objectI1 and analogous projection of given
and fixed vectory(1)

∗ ∈ Rr1 , and make possible by the
playersP andS to estimate a quality in the program
control problem of the process of terminal approach on
theI andII levels of this two-level hierarchical system
of a control on the intervalτ,T.
In the formula (14) the functionalγ is defined by rela-

tion

γ : Ŵ(τ)×U(τ,T)×U(1)(τ,T)× Ω̂(τ,T) =

= Γ(τ,T, γ) −→ E, (17)

and its values for all admissible on the intervalτ,T the
collections of realizations(w(τ), u(·), u(1)(·), ω(·)) ∈
Γ(τ,T, γ) are defined by the following relation

γ(w(τ), u(·), u(1)(·), ω(·)) =

= max
{z(T)}k∈{Z(e)(T)}k

‖ {y(T)}k − {z(T)}k ‖k, (18)

where the set Z(e)(T) = Z(e)
T (τ,T, w(τ), u(·),

u(1)(·), ω(·)) 6= ∅, and{Z(e)(T)}k is itsk-projection.
Note that the functionalγ is defined a value of dis-

tance between admissible realizations ofk-projection
(k ≤ r; k ≤ s) a section at terminal instantT of a mo-
tion the objectI and analogous projection a section at
terminal instantT of a motion the objectII and make
possibility by the playerP to estimate a quality in the
program control problem of the process of terminal ap-
proach on theI level of this two–level hierarchical sys-
tem of a control on the intervalτ,T.
In the formula (14),µ(1) ∈ R1 andµ ∈ R1 are any

fixed numerical parameters which satisfy the following
condition: µ + µ1 = 1.
Also note that on theI level of this control process

we not exclude situation when the parameterω(·) ∈
Ω(τ,T) may be realized on the intervalτ,T by worst
form for the playerP , namely, when it determine a
maximal admissible value of the functionalγ.
For estimate a quality by the playerS in the program

control problem of the terminal approach process on



the II level of this two–level hierarchical system of a
control on the intervalτ,T we will be use the func-
tionalβ which defined by the relations (15), (16).
We also note that if on the base of functionalsβ and

γ let we consider the vector-functionalδ = (β, γ) such
that it defined by the relation

δ : Γ(τ,T, β)× Γ(τ,T, γ) −→ E×E, (19)

and its values for admissible on the intervalτ,T real-
izations of all arguments are defined according to the
relations (14)–(18). Then we can assert that the func-
tional α is a convolution the vector-functionalδ after
using the scalar’s method (see, for example, [Fradkov,
2003]).

6 The optimization in program control problems
of the process of terminal approach

On the base of the above the aim of the playerS,
which combined with the objectI1 defines theII
level of the two-level hierarchical control system for
discrete-time dynamical system (1)–(8) on any fixed
interval τ,T ⊆ 0,T (τ < T), may be formulate by
the following way. The playerS using his informa-
tion and control possibilities has interest in such re-
sult on theII level of this control system on the in-
terval τ,T when the functionalβ which determined
by the relations (15), (16) for each admissible real-
izations of hisτ -position w(1)(τ) = {τ, y(1)(τ)} ∈
Ŵ(1)(τ) (w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 ) and the pro-
gram controlu(·) ∈ U(τ,T) of playerP on it time
interval, has minimal admissible value by means way
of using to choice of his admissible program control
u(1)(·) ∈ Ψτ,T(u(·)).
Then for realization of the aim of playerS on theII

level of this two-level hierarchical control system for
the discrete-time dynamical system described by the
relations (1)–(8) we can formulate the following multi-
step optimal program control problem of the process of
terminal approach for the objectI1.
Problem 1. For any fixed time intervalτ,T ⊆

0,T (τ < T), and for any admissible on theII
level of two-level hierarchical control system for the
discrete-time dynamical system (1)–(8) the realization
of the τ -positionw(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ)
(w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 ) of player S and any ad-
missible program controlu(·) ∈ U(τ,T) of playerP
on theI level of this control system it is required to
find the setU(1,e)(τ,T, w(1)(τ), u(·)) ⊆ Ψτ,T(u(·))
of optimal program controlsu(1,e)(·) ∈ Ψτ,T(u(·)) of
playerS, corresponding the controlu(·) of playerP
which is determined by the following relation

U(1,e)(τ,T, w(1)(τ), u(·)) =

= {u(1,e)(·) : u(1,e)(·) ∈ Ψτ,T(u(·)),

c
(e)
β (τ,T, w(1)(τ), u(·)) =

= β(w(1)(τ), u(·), u(1,e)(·)) =

= min
u(1)(·)∈ Ψτ,T(u(·))

β(w(1)(τ), u(·), u(1)(·))}, (20)

where the functionalβ is defined by the relations (15)
and (16).
The setU(1,e)(τ,T, w(1)(τ), u(·)) = {u(1,e)(·)} ⊆

Ψτ,T(u(·)) (w(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ),

w(1)(0) = w
(1)
0 ∈ Ŵ(1)

0 ) which constructed from
solving of the problem 1 we shall call the set of op-
timal program controls of playerS on II level of this
two-level hierarchical control system for the discrete-
time dynamical system (1)–(8) and corresponding to
it the number’s valuec(e)

β (τ,T, w(1)(τ), u(·)) we shall
call the value of optimal result for the playerS on the
II level of this control system. Note that both this
elements correspond to the fixed and admissible the
interval τ,T ⊆ 0,T (τ < T), and the τ -position
w(1)(τ) ∈ Ŵ(1)(τ) (w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 ) of
playerS on theII level of this control system, and the
control u(·) ∈ U(τ,T) of playerP on theI level of
this control system.
We also note that the solution of problem 1 on

the intervalτ,T determine the principle of forming
the setU(1,e)(τ,T, w(1)(τ), u(·)) ⊆ Ψτ,T(u(·)) of

the optimal program controlsu(1,e)(·) by player S
on theII level of this two-level hierarchical control
system for the discrete-time dynamical system (1)–
(8) corresponding to the realizations of hisτ -position
w(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ) (w(1)(0) =
w

(1)
0 ∈ Ŵ(1)

0 ) and subordinating to a choice of the ad-
missible program controlu(·) ∈ U(τ,T) by playerP
on I level of this control system.
According to the definitions and assumptions made

above about all parameters and information relations
for the discrete-time dynamical systems (1)–(8), the
aim of playerP on theI level of this control system
and any fixed intervalτ,T ⊆ 0,T (τ < T), and admis-
sible hisτ -positionw(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈
Ŵ(τ) (w(0) = w∗(0) = {0, y0, y

(1)
0 , Z∗

0} = w∗
0 ∈

Ŵ0) may be formulate by the following way. The
playerP using his information and controls possibil-
ities has interest in such result on theI level of this
two-level hierarchical control system on the interval
τ,T when the functionalα determined by the rela-
tions (13)–(18) has minimal admissible value by means
way of using to choice of his admissible program con-
trol u(·) ∈ U(τ,T) and from solving of the prob-
lem 1 using the optimal program controlu(1,e)(·) ∈
U(1,e)(τ,T, w(1)(τ), u(·)) of playerS which subordi-
nate of the playerP , where theτ -positionw(1)(τ) =



{τ, y(1)(τ)} ∈ Ŵ(1)(τ) (w(1)(0) = {0, y
(1)
0 } =

w
(1)
0 ∈ Ŵ(1)

0 ) of playerS on theII level of this con-
trol system is formed from theτ -positionw(τ).
We note that on theI level of this control sys-

tem we not exclude situation when the parameters
v(·) ∈ V(τ,T) and ξ(·) ∈ Ξ(τ,T) which influ-
ence on a change of values of the information signal
ω(·) ∈ Ω(τ,T, w(τ), u(·), u(1)(·)), may be realized
on the intervalτ,T by worst form for the playerP ,
namely, when it determine maximal admissible value
of the functionalα for fixed realizations of the elements
w(τ), u(·) andu(1)(·).
Then for realization of the aim of playerP on theI

level of this two-level hierarchical control system for
the discrete-time dynamical system described by the
relations (1)–(8) we can formulate the following multi-
step minimax program control problem of the process
of terminal approach with incomplete information for
objectsI andII.
Problem 2. For any fixed intervalτ,T ⊆ 0,T (τ <

T), and admissible on theI level of two-level hi-
erarchical control system for the discrete-time dy-
namical system (1)–(8) the realization ofτ -position
w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ) (w(0) =
{0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0) of playerP it is re-

quired to find the setU(e)(τ,T, w(τ)) ⊆ U(τ,T) of
minimax program controls of playerP which is deter-
mined by the following relation

U(e)(τ,T, w(τ)) = {u(e)(·) : u(e)(·) ∈ U(τ,T),

c(e)
α (τ,T, w(τ)) = min

u(1,e)(·)∈U(1,e)(τ,T,w(1)(τ),u(e)(·))
{

max
ω(·)∈Ω1(u(e)(·))

α(w(τ), u(e)(·), u(1,e)(·), ω(·))} =

= min
u(·)∈U(τ,T)

min
u(1,e)(·)∈U(1,e)(τ,T,w(1)(τ),u(·))

{

max
ω(·)∈Ω1(u(·))

α(w(τ), u(·), u(1,e)(·), ω(·))}}. (21)

Here the functionalα is defined by the relations (13)–
(18), and theτ -position w(1)(τ) = {τ, y(1)(τ)} ∈
Ŵ(1)(τ) (w(0) = {0, y

(1)
0 } = w0 ∈ Ŵ(1)

0 ) of player
S is formed from theτ -positionw(τ) of playerP and
defined at instantτ the realization of phase vector of the
objectI1 on II level of this control system, and the set
U(1,e)(τ,T, w(1)(τ), u(·)) = {u(1,e)(·)} ⊆ Ψτ,T(u(·))
of optimal program controls of the playerS on II
level of this control system for any realizations of the

τ -position w(1)(τ) ∈ Ŵ(1)(τ) of player S and the
program controlu(·) ∈ U(τ,T) of playerP is con-
structed from solving of the problem 1, and the set
Ω1(u(·)) = Ω(τ,T, w(τ), u(·), u(1,e)(·)), and the set
Ω1(u(e)(·)) = Ω(τ,T, w(τ), u(e)(·), u(1,e)(·)).
The setU(e)(τ,T, w(τ)) ⊆ U(τ,T) which con-

structed from solving of the problem 2 we shall call
the set of minimax program controls of playerP on I
level of this two-level hierarchical control system for
the discrete-time dynamical system (1)–(8) and corre-
sponding to it the number’s valuec(e)

α (τ,T, w(τ)) we
shall call the value of minimax result for the playerP
on theI level of this control system. Note that both
this elements correspond to the fixed and admissible
the intervalτ,T ⊆ 0,T (τ < T) and theτ -position
w(τ) ∈ Ŵ(τ) (w(0) = w0 ∈ Ŵ0) of playerP on I
level of this control system.
Note that the solution of the problem 2 on the inter-

val τ,T determine the principle of forming the mini-
max program controlsu(e)(·) ∈ U(e)(τ,T, w(τ)) ⊆
U(τ,T) by playerP on I level of this control sys-
tem, corresponding to the realizations of hisτ -position
w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ) (w(0) =
{0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0).

On the base of the solutions formulated problems 1
and 2 we consider the following problem.
Problem 3. For any fixed intervalτ,T ⊆ 0,T (τ <

T), and admissible on theI level of two-level hi-
erarchical control system for the discrete-time dy-
namical system (1)–(8) the realization ofτ -position
w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ (τ) (w(0) =
{0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0) of playerP it is re-

quired to find the set̂U(e)(τ,T, w(τ)) of optimal min-
imax program controls of playerP which is determined
by the following relation

Û(e)(τ,T, w(τ)) = {û(e)(·) :

û(e)(·) ∈ U(e)(τ,T, w(τ)),

min
u(1)(·)∈ Ψτ,T(û(e)(·))

β(w(1)(τ), û(e)(·), u(1)(·)) =

= min
u(e)(·)∈U(e)(τ,T,w(τ))

min
u(1)(·)∈Ψτ,T(u(e)(·))

{

β(w(1)(τ), u(e)(·), u(1)(·))}}; (22)

and for any admissible on theII level of this control
system theτ -positionw(1)(τ) ∈ Ŵ(1)(τ) (w(1)(0) =



w
(1)
0 ∈ Ŵ(1)

0 ) of player S, which is formed from
the τ -position w(τ), and any admissible realization
of the optimal minimax program control̂u(e)(·) ∈
Û(e)(τ,T, w(τ)) of playerP on theI level of this con-
trol system and formed from solving of the problem 2
and the problem described by the relation (22), it is re-
quired to find the set̂U(1,e)(τ,T, w(1)(τ), û(e)(·)) ⊆
U(1,e)(τ,T, w(1)(τ), û(e)(·)) ⊆ Ψτ,T(û(e)(·)) of

optimal minimax program controlsû(1,e)(·) ∈
U(1,e)(τ,T, w(1)(τ), û(e)(·)) of player S on the
II level and the numberc(e)

β (τ,T, w(1)(τ), û(e)(·)),
which is the value of optimal result for playerS on the
II level of this control system and corresponding to the
control û(e)(·) of playerP , and its are determined by
the following relations

Û(1,e)(τ,T, w(1)(τ), û(e)(·)) = {û(1,e)(·) :

û(1,e)(·) ∈ U(1,e)(τ,T, w(1)(τ), û(e)(·)),

c(e)
α (τ,T, w(τ)) = max

ω(·)∈Ω2(û(1,e)(·))
{

α(w(τ), û(e)(·), û(1,e)(·), ω(·))} =

= min
u(1,e)(·)∈U(1,e)(τ,T,w(1)(τ),û(e)(·))

max
ω(·)∈Ω2(u(1,e)(·))

{

α(w(τ), û(e)(·), u(1,e)(·), ω(·))}; (23)

c
(e)
β (τ,T, w(1)(τ), û(e)(·)) =

= β(w(1)(τ), û(e)(·), û(1,e)(·)) =

= min
u(1)(·)∈ Ψτ,T(û(e)(·))

{

β(w(1)(τ), û(e)(·), u(1)(·))}. (24)

Here the functional α is defined by the rela-
tions (13)–(18), and the functionalβ is de-
fined by the relations (15), (16), and theτ -
position w(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ)

(w(1)(0) = {0, y
(1)
0 } = w

(1)
0 ∈ Ŵ(1)

0 ) of player
S is formed from theτ -position w(τ) of player
P and defined at instantτ the realization of phase
vector of the objectI1 on the II level this control
system for discrete-time dynamical system (1)–(8),
and U(1,e)(τ,T, w(1)(τ), û(e)(·)) = {u(1,e)(·)}} ⊆
Ψτ,T(û(e)(·)) is the set of optimal program controls of
playerS on theII level of this control system and cor-
responding by any fixed and admissible on the interval
τ,T ⊆ 0,T (τ < T) the realizations ofτ -position
w(1)(τ) ∈ Ŵ(1)(τ) (w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 )
of player S on the II level of this control sys-
tem and of optimal minimax program control
û(e)(·) ∈ Û(e)(τ,T, w(τ)) of playerP on theI level
of this control system and it is formed from the so-
lution of the problem 1; the setΩ2(u(1,e)(·)) =
Ω(τ,T, w(τ), û(e)(·), u(1,e)(·)) and the set
Ω2(û(1,e)(·)) = Ω(τ,T, w(τ), û(e)(·), û(1,e)(·)).

7 The main scheme for realization of this two-level
hierarchical control system

Note that we may consider solutions of formulated
problems 1–3, which combined determined the two-
level hierarchical minimax programm control problem
of the process of terminal approach with incomplete in-
formation for the discrete-time dynamical system (1)–
(8).
Then the main scheme for realization of this two-level

hierarchical control system for any fixed and admissi-
ble time intervalτ,T ⊆ 0,T (τ < T), and realiza-
tions τ -position w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈
Ŵ(τ) (w(0) = {0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0) of

the playerP on the I level of this control system,
and τ -position w(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ)
(w(1)(0) = {0, y

(1)
0 } = w

(1)
0 ∈ Ŵ(1)

0 ) of the playerS
on theII level of this control system we can describe
in the form of following sequence of actions:
1) for any admissible controlu(·) ∈ U(τ,T) of

the player P on the I level of this control sys-
tem, from solving of the corresponding problem 1
we construct the setU(1,e)(τ,T, w(1)(τ), u(·)) of op-
timal program controls of playerS on the II level
of this two-level hierarchical control system for the
discrete-time dynamical system (1)–(8) and the number
c
(e)
β (τ,T, w(1)(τ), u(·)), which is the value of optimal

result for the playerS on theII level of this control
system and corresponding the controlu(·) and satisfy-
ing the relation (20);
2) from solving of the problem 2 we construct the

setU(e)(τ,T, w(τ)) of minimax program controls of
playerP on theI level of this two-level hierarchical
control system for the discrete-time dynamical system
(1)–(8) satisfying the relation (21);
3) from solving of the problem 3 we construct the set

Û(e)(τ,T, w(τ)) of optimal minimax program controls
of playerP on theI level of this control system;
4) for any optimal minimax program controlû(e)(·) ∈

Û(e)(τ,T, w(τ)) of player P on the I level of



this control system, from solving of the problem 3
we construct the set̂U(1,e)(τ,T, w(1)(τ), û(e)(·)) ⊆
U(1,e)(τ,T, w(1)(τ), û(e)(·)) of optimal minimax pro-
gram controls of playerS on the level of this two-
level hierarchical control system for the discrete-
time dynamical system (1)–(8) and the number
c
(e)
β (τ,T, w(1)(τ), û(e)(·)), which is the value of opti-

mal result for the playerS on theII level of this control
system corresponding the controlû(e)(·) and satisfying
the relations (23) and (24).

8 Conclusion
In conclusion we note that the concrete algorithm for

realization of this two-level hierarchical control system
for the discrete-time dynamical system (1)–(8) can be
described on the base of the algorithms for solving of
the program terminal control problem with incomplete
information, which are proposed in works [Shorikov,
1997] and [Shorikov, 2005].
The results obtained in this report can be used for

computer simulation and for designing of optimal dig-
ital controlling systems for actual technical, robotics,
economic, and other multilevel control processes.
Mathematical models of such systems had considered,
for example, in [Chernousko, 1994]–[Tarbouriech and
Garcia, 1997].
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