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Abstract
This paper deals with the comparison principle for the

first-order ODEs of the Hamilton - Jacobi - Bellman
type which describe solutions of the dynamical control
system with a special structure, in which the nonlin-
ear terms in the right-hand sides of related differential
equations are quadratic in state coordinates. We con-
struct external ellipsoidal estimates of reachable sets of
the system assuming that initial system states are un-
known but bounded. We apply the techniques of gen-
eralized solutions of Hamilton - Jacobi - Bellman in-
equalities to find the external set-valued estimates of
reachable sets as the level sets of a related cost func-
tional.
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1 Introduction
In this paper we study control systems with un-

known but bounded uncertainties related to the case
of a set-membership description of uncertainty [Bert-
sekas and Rhodes, 1971; Krasovskii and Subbotin,
1974; Kurzhanski, 1977; Milanese, Norton, Piet-
Lahanier and Walter, 1996; Milanese and Vicino, 1991;
Schweppe, 1973; Witsenhausen, 1968]. The motiva-
tion to consider a set-membership approach is that in
traditional formulations the characterization of param-
eter uncertainties requires assumptions on mean, vari-
ances or probability density function of errors. How-
ever in many applied areas ranged from engineering
problems in physics to economics as well as to biolog-
ical and ecological modeling it occurs that a stochas-
tic nature of the error sequence is questionable. For
instance, in case of limited data or after some non-
linear transformation of the data, the presumed stochas-
tic characterization is not always valid. Hence, as

an alternative to a stochastic characterization a so-
called bounded-error characterization, also called set-
membership approach, has been proposed and inten-
sively developed in the last decades.
The solution of many control and estimation prob-

lems under uncertainty involves constructing reachable
sets and their analogs. For models with linear dy-
namics under such set-membership uncertainty there
are several constructive approaches which allow find-
ing effective estimates of reachable sets. We note here
two of the most developed approaches to research in
this area. The first one is based on ellipsoidal calcu-
lus [Chernousko, 1994; Kurzhanski and Valyi, 1997;
Kurzhanski and Varaiya, 2000; Polyak, Nazin, Durieu
and Walter, 2004; Chernousko and Ovseevich, 2004]
and the second one uses the interval analysis [Milanese,
Norton, Piet-Lahanier and Walter, 1996; Kostousova
and Kurzhanski, 1996; Walter and Pronzato, 1997].
However, in many applied problems including phys-

ical, ecological or economical applications the mod-
els are mostly nonlinear in their parameters (e.g.,
[Apreutesei, 2009; August, Lu and Koeppl, 2012; Cec-
carelli, Di Marco, Garulli and Giannitrapani, 2004; Gu-
sev, 2011]). Then, the set of feasible system states is
usually non-convex or even non-connected. Neverthe-
less, set-membership approaches are able to give guar-
anteed inner or outer approximations for certain types
of nonlinear models. Hence, the key issue in nonlin-
ear set-membership estimation is to find suitable tech-
niques, which are easy to interpret and which produce
related bounds for the set of unknown system states
without being too computationally demanding. Some
approaches to the nonlinear set-membership estima-
tion problems and discrete approximation techniques
for differential inclusions through a set-valued anal-
ogy of well-known Euler’s method were developed in
[Dontchev and Lempio, 1992; Panasyuk, 1990; Ve-
liov, 1992; Wolenski, 1990; Baier, Büskens, Chahma
and Gerdts, 2007; Chahma, 2003; Häckl, 1996]. Fun-



nel equations for differential inclusions with state con-
straints were studied in [Kurzhanski and Filippova,
1993], the analogies of funnel equations for impulsive
control systems were given in [Filippova, 2004; Filip-
pova, 2005].
In this paper the modified state estimation approaches

which use the special quadratic structure of nonlin-
earity of studied control system and use also the ad-
vantages of ellipsoidal calculus [Kurzhanski, 1977;
Kurzhanski and Valyi, 1997; Chernousko, 1994] are
presented. We develop here techniques related to con-
structing external set-valued estimates of reachable sets
of nonlinear control systems and based on results of
the theory of generalized solutions of Hamilton - Ja-
cobi - Bellman equations and inequalities [Bertsekas,
1995; Bertsekas and Rhodes, 1971; Kurzhanski, 2006;
Kurzhanski and Varaiya, 2006] and on the comparison
method for vector Lyapunov functions [Gurman, 1997;
Gusev, 2011].
The paper is organized as follows. After introducing

some notations and standard definitions in the next Sec-
tion 2, the main problem is formulated is Section 3.
Ellipsoidal external estimates are developed further in
Section 3.1 where differential equations describing pa-
rameters of estimating ellipsoids are presented. Sec-
tion 3.2 contains a numerical example illustrating the
theory. The approaches related to estimates of reach-
able sets in nonlinear case and based on results of the
theory of generalized solutions of Hamilton - Jacobi -
Bellman inequalities are discussed in Section 3.3. Fi-
nally, some concluding remarks are given.

2 Preliminaries
In this section we introduce some notations, standard

definitions and necessary techniques related to consid-
ered problems.

2.1 Notation and Definitions
We start with the following basic notations. Let Rn be

the n–dimensional Euclidean space and (x, y) = x′y
be the usual inner product of x, y ∈ Rn with the prime
as a transpose, with ‖ x ‖ = (x′x)1/2.
Denote compRn to be the variety of all compact sub-

sets A ⊆ Rn and convRn to be the variety of all com-
pact convex subsets A ⊆ Rn. We denote as B(a, r) the
ball in Rn, B(a, r) = {x ∈ Rn : ‖ x − a ‖ ≤ r}, I is
the identity n× n–matrix.
Denote by E(a,Q) the ellipsoid in Rn, E(a,Q) =
{x ∈ Rn : (x − a)′Q−1(x − a) ≤ 1} with a center
a ∈ Rn and a symmetric positive definite n×n–matrix
Q, for any n× n–matrix M = {mij} denote

Tr(M) =

i=n∑

i=1

mii.

Consider the control system described by the ordinary

differential equation

ẋ = f(t, x, u(t)), t ∈ [t0, T ] (1)

with function f : [t0, T ]×Rn×Rm → Rn measurable
in t and continuous in other variables. Here x stands for
the state vector, t stands for time and control u(·) is a
measurable function satisfying the constraints

u(·) ∈ U = {u(·) : u(t) ∈ U0, t ∈ [t0, T ]} (2)

where U0 ∈ compRm.
Let us assume that the initial condition x(t0) to the

system (1) is unknown but bounded

x(t0) = x0, x0 ∈ X0 ∈ compRn. (3)

Let absolutely continuous function

x(t) = x(t, u(·), t0, x0)

be a solution to (1) with initial state x0 satisfying (3)
and with control function u(t) satisfying (2). The dif-
ferential system (1)–(3) is studied here in the frame-
work of the theory of uncertain dynamical systems
(differential inclusions [Aubin and Frankowska, 1990;
Deimling,1992; Filippov, 1988]) through the tech-
niques of trajectory tubes [Kurzhanski and Filippova,
1993]:

X(·) = X(·; t0, X0) =
⋃ { x(·) =

x(·, u(·), t0, x0) | x0 ∈ X0, u(·) ∈ U }.
(4)

2.2 Dynamic Programming Approach
Let us mention here some important results [Bert-

sekas, 1995; Bertsekas and Rhodes, 1971; Kurzhan-
ski, 2006; Kurzhanski and Varaiya, 2006; Gusev, 2011]
from the optimal control theory.
Consider the control system (1)–(3) and assume in this

Section that the function f(t, x, u) in (1) is continuous
in all variables and has continuous partial derivatives
with respect to x. We also suppose that conditions pro-
viding the extendability of solutions to (1)–(3) on the
interval [t0, T ] are satisfied.
We denote by X(t) = X(t; t0, X0) the reachable set

of the system (1)–(3) at time t. It is known that the
reachable set may be expressed as a level set of a value
function for an auxiliary control problem [Kurzhanski,
2006; Kurzhanski and Varaiya, 2006; Gusev, 2011].
The value function for this auxiliary problem is the
solution to the following Hamilton - Jacobi - Bellman
(HJB) equation

Vt(t, x) + max
u∈U

(Vx, f(t, x, u)) = 0. (5)



In the common situation the value function may be
not differentiable, in this case a solution to the HJB
equation is treated as viscosity or minmax solution [Li-
ons, 1982]. The precise solutions to such equations
of the HJB type are rather difficult to calculate. The
use of corresponding variational HJB inequalities and
related comparison theorems instead makes it possible
to obtain approximate estimates of reachable sets (e.g.,
[Kurzhanski, 2006; Kurzhanski and Varaiya, 2006; Gu-
sev, 2011; Gusev, 2007]).
We will need the following auxiliary result.

Lemma 1 ([Kurzhanski, 2006]). Assume that there
exists a function µ(t) integrable on [t0, T ] and such that

Vt(t, x) + max
u∈U

(Vx, f(t, x, u)) ≤ µ(t). (6)

Then the following external estimate of the reachable
set X(t) of the system (1)–(3) is true

X(t) ⊆ { x : V (t, x) ≤ ∫ t

t0
µ(s)ds +

max
x∈X0

V (t0, x) }, t0 ≤ t ≤ T.
(7)

Note that, without loss of generality, we may take
µ(s) = 0 in (6) [Gusev, 2007].
Instead of (6), we may consider the following inequal-

ity of a more general type

Vt(t, x) + max
u∈U

(Vx, f(t, x, u)) ≤ g(t, V (t, x)) (8)

where g(t, V ) is integrable in t ∈ [t0, T ] and is contin-
uously differentiable in V .
Consider the following ordinary differential equation

U̇(t) = g(t, U), U(t0) = U0, (9)

which is called a comparison equation for (1)–(3).

Theorem 1 ([Gurman, 1997; Gusev, 2011]). Assume
that the relations (8) and (9) are fulfilled. Assume also
that

max
x∈X0

V (t0, x) ≤ U0. (10)

Then the following upper estimate is valid

X(t) ⊆ {x : V (t, x) ≤ U(t)}, t0 ≤ t ≤ T. (11)

3 Problem Statement and Results
One of the main problems of the theory of uncertain

systems consists in describing and estimating the tra-
jectory tube X(·) of the nonlinear system (1)- (3). The
point of special interest is to find the t – cross-section

X(t) of X(·) which is actually the attainability domain
(reachable set) of the control system (1)–(3) at the in-
stant t.
It should be noted that the exact description of reach-

able sets X(t) of a control system is a very difficult
problem even in the case of linear dynamics. The esti-
mation theory and related algorithms basing on ideas
of construction outer and inner set-valued estimates
of reachable sets have been developed in [Kurzhanski
and Valyi, 1997; Chernousko, 1994; Kurzhanski and
Varaiya, 2000] for linear control systems.
The main problem of this research is to construct ex-

ternal set-valued estimates of reachable sets X(t) for
a special class of nonlinear systems (1)–(3). The ap-
proach presented here uses the techniques of ellipsoidal
calculus together with the techniques of HJB equations
for such nonlinear control systems with uncertainty in
initial states.

3.1 Ellipsoidal Estimates
In [Filippova, 2009; Filippova, 2010; Filippova, 2012]

we presented techniques of constructing the external
and internal ellipsoidal estimates of trajectory tubes
X(·, t0, X0) based on the combination of ellipsoidal
calculus [Chernousko, 1994; Kurzhanski and Valyi,
1997] and the techniques of evolution funnel equa-
tions [Panasyuk, 1990; Veliov, 1992; Wolenski, 1990;
Kurzhanski and Filippova, 1993]. We need to mention
here some results related only to the case of upper (ex-
ternal) ellipsoidal estimates of reachable sets.
Considered a nonlinear control system in the form of

related differential inclusion [Filippov, 1988] of the fol-
lowing type

ẋ ∈ Ax+ f̃(x)d+P (t), x0 ∈ X0, t0 ≤ t ≤ T, (12)

where x ∈ Rn, ‖x‖ ≤ K, X0 = E(a0, Q0), P (t) =
E(â, Q̂), d, a0, â are given n-vectors, a scalar function
f̃(x) has a form f̃(x) = x′Bx, matrices B, Q0 and Q̂
are symmetric and positive definite.
Let k+0 be such that the following inclusion holds true

E(a0, Q0) ⊆ E(a0, (k
+
0 )

2B−1). (13)

We assume that k+0 is minimal for which the inclusion
(13) is true.

Theorem 2 ([Filippova, 2012]). The inclusion is true
for any t ∈ [t0, T ]

X(t; t0, X0) ⊆ E(a+(t), r+(t)B−1), (14)

where functions a+(t), r+(t) are the solutions of the
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Figure 1. External ellipsoidal estimating tube E+(t) for X(t).

following system of ordinary differential equations

ȧ+(t) = Aa+(t) + ((a+(t))′Ba+(t)+

r+(t))d+ â, t0 ≤ t ≤ T,

ṙ+(t) = max
‖l‖=1

{l′(2r+(t)(B1/2AB−1/2+

2B1/2d (a+(t))′B1/2 + q−1(r+(t))×
B1/2Q̂B1/2)l}+ q(r+(t))r+(t),

q(r) = ((nr)−1Tr(BQ̂))1/2,

(15)

with initial condition

a+(t0) = a0, r+(t0) = (k+0 )
2. (16)

3.2 Example
Consider the following nonlinear control system in
R2:

ẋ1 = 2x1 + u1,

ẋ2 = 2x2 + x2
1 + x2

2 + u2,

x0 ∈ X0, 0 ≤ t ≤ T.

(17)

Here we take t0 = 0, T = 0.4, X0 = B(0, 1), P (t) =
B(0, r), r = 0.01. In this case we have A = 2I , B =
I , d1 = 0, d2 = 1.
The trajectory tube X(t) and its external ellipsoidal

tube E+(t) = E(a+(t), Q+(t)) found by Theorem 2
are shown as 3D–graphs in Fig. 1. We see in Fig. 1
that the reachable set X(t) lies inside the ellipsoidal
estimate E+(t) and touches it at some points so that
E+(t) really produces the upper bound for X(t) which
is enough accurate in some sense.

3.3 External Estimates by the HJB Inequalities
The solution of problems of state estimation and con-

trol synthesis for systems described by ODEs with un-
known but bounded disturbances may be reduced to

the investigation of first order PDEs of the Hamilton-
Jacobi-Bellman (HJB) type and their modifications.
Consider the following HJB inequality

Vt(t, x) + max
u∈E(â,Q̂)

(Vx, Ax+ f̃(x)d+ u) ≤ 0 (18)

with boundary condition

V (t0, x) = φ(x) ≤ 0 (19)

where φ(x) is a given continuously differentiable func-
tion.

Theorem 3. Let

V (t, x) =

(x− a+(t))′(r+(t))−1B(x− a+(t))− 1
(20)

with a+(t) and r+(t) defined in (15)-(16). Then
V (t, x) satisfies the HJB inequality (18) and the fol-
lowing boundary condition of type (19) is valid

V (t0, x) = (x− a0)
′(k+0 )

−2B(x− a0)− 1 ≤ 0 (21)

where the number k+0 and the matrix B are defined in
(13). Moreover, we have also the inclusion

X(t) ⊆ {x : V (t, x) ≤ 0}, t0 ≤ t ≤ T. (22)

Proof. The proof of this theorem follows directly from
Theorem 2 and Theorem 1.

Remark. We observe that Theorem 3 allows us to
find the solution of HJB inequality (18)-(19) explicitly.
It follows from the special form of the chosen initial
function V (t0, x) (21) and a special type of studied
control system (12). In more general cases the use of
appropriate approximations gives us the way to estab-
lish a similar connection between the techniques of el-
lipsoidal calculus for dynamic control systems with un-
certainties and results based on comparison theorems
of theory of Hamilton-Jacobi-Bellman equations and
inequalities.

4 Conclusion
Basing on results of ellipsoidal calculus developed

for uncertain systems we presented the modified state
estimation approach which uses the special nonlinear
structure of the control system and is based on related
HJB inequalities. We provide comparison results for
HJB equations generated by the guaranteed state esti-
mation problem in the case of nonlinear control sys-
tems with quadratic nonlinearities. This approach may
lead to effective external approximations of the reach-
able sets of nonlinear control systems using ellipsoidal
techniques.



Acknowledgements
The research was supported by the Russian Founda-

tion for Basic Researches (RFBR) under Project 12-01-
00043a and by Fundamental Research Program ”Dy-
namical Systems and Control Theory” (Project 12-P-
1-1019) of the Presidium of Russian Academy of Sci-
ences (RAS) with the support of Ural Branch of RAS.

References
Apreutesei, N. C. (2009). An optimal control problem

for a prey-predator system with a general functional
response. Appl. Math. Lett., 22(7), pp. 1062-1065.

Aubin, J. P. and Frankowska, H. (1990). Set-Valued
Analysis. Birkhauser. Boston.
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