Control of excitability to prevent the spread of pathologial activity
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Abstract— Spatio-temporal excitation patterns in various identical electrophysiological features are associatittal -
neurological disorders constitute examples of excitable &  farct expansion, called peri-infarct depolarization (PJD7],
haviour emerging from pathological pathways. During mi-  r1g1 119] The cascade of events that produce SD is related
graine, seizure, and stroke, an initially localized pathabgical - . . . .
state can start to spread indicating a transition from unex- to selzures [20]' '?eSp_'te certlaln dlfferences,.se|zurmt§ve
citable to excitable media. We investigate this transitionin  that begin with epileptiform discharges can either terrgna
the generic FitzHugh-Nagumo (FHN) system. Our goal is to in SD, facilitate the synchronization, or spread by a simila
define an efficient control minimizing the volume of invaded mechanism over a large area with a velocity resembling that
tissue. We show how to change parameters of the system so ot g [21], [6], [22]. SD is seizure-like activity evolvingsa
as to efficiently protect tissue surrounding a stimulus agaist : . .
recruitment. Furthermore, we show that wave propagation slowly spreading nonl'or'a" type process. It is Charazw'
can be suppressed with a nonlocal cross coupling scheme.by the feedback of ion currents that change ion concen-
The area in the parameter plane where this control goal is trations, which, in turn, influence the membrane potential
achieved resembles a Mexican-hat-type network connectiyi  [20], [23]. Shortly after its onset all neuronal activity is
This suggest that failures in synaptic transmission resultin depressed, hence its name. The name is misleading, because
increased susceptibility of cortical tissue to pathologial activity. " LT
Such a modulation of excitability becomes of crucial imporance SD can sitill be ob§erved even Wh?n ”eurf’”a' activity 1s
when the cortical state is close to the bifurcation of the depressed by blocking the fast transient sodium current |
onset of wave propagation. The clinically relevant conclisn  [24]. SD emerges from an excitable pathway in neuronal
to be drawn from this is that therapy might target network  tissue independently of the normal neuronal activity. Iswa
connectivity that modulates cortical tissue excitability therefore suggested to categorize SD and similar phenomena

Three paradigmatic clinical manifestations of spreadingnder the term spreading depolarizations [15].
pathological states motivate efforts to understand how the a6 is ample evidence that SD belongs to the self-

spread of such states arises and how it can be controllegyanization processes due to the coupling of biochemical
First, in migraine with aura seizure-like activity spreadsesction with diffusion [25], [26]. Mathematical models of
SIOWIy through parts of the cortex [1], [2], [3] This is SD have been Suggested [27], [28], [29], [20], [23], though

observed by symptomatic [4] and electrophysiological [S}here is not yet consent on the mechanism. We will use
events. Second, epileptic seizures can have a localizest ons

and then grow in intensity and start to spread [6], [7]. This
usually leads to subsequent generalized motor involvement
commonly referred to as partial seizures with secondary
generalization. In some cases, however, the epileptiform
activity may induce changes to subcortical structures ypcod
ing clinical signs of general motor involvement that merely
mimic a spread [8]. And third, during stroke a cortical
region that surrounds the infarct core and that initiallifexs
functional injury can gradually and progressively fail and
suffer irreversible structural injury in untreated patg&fd], . 1 _ ]
[10], [11], [12], [13], [14]. In this condition the electriyys- A
iological changes are persistent, but there exist inteiaed UsV) f -0.51
repetitive TWF and it was suggested that ‘therapy might [... ..}
target the intermediate forms of spreading depolarizat&m 1]
as to protect the penumbra [tissue surrounding the infarct B
core] against recruitment into the infarct core’ [15].

The phenotypical manifestation of such spreading pathQTg. 1. The nulicines (boldy: = 0 andé = 0 in the phase space of
logical states is the phenomenon of spreading depressita homogeneous FHN system with= 0,3 = 1.4. Their intersection

(SD) [16]. SD is the basis of migraine with aura. Essentiallf! (=: v-) s a stable fixed pownt. Three trajectories are drawn dor
.04: one canard trajectory (dotted), passing through the maxirof the
nuIIisocIin'e 4 =0, and two traject_ories starting at = s nearby _but
This work was supported by DFG in the framework of Sfb 555 and®n opposite sides of the canard trajectory. They divergepiharoducing
the Sachbeihilfe DA-602/1-1. We are grateful to G. Bordywgur fruitful ~ threshold behavior: (dashed) = super-threshold and (dastited) = sub-
discussions. threshold stimulation. The parametgrcorrelates with the threshold size,
Institut fur Theoretische Physik, Technische UnivertsiBerlin, Harden- While A is in a certain range inversely related and therefore cateslwith
bergstrale 36, D-10623 Berlin, Germany the excitability of the system (see text).
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the spatially extended FitzHugh-Nagumo (FHN) system as .[*
a generic model of neuronal excitation patterns based on.:| -

reaction-diffusion. As a neuronal model, it describes gene '
pattern formation properties not limited to nerve impulse .,

no spreading activity

propagation along an axon, although it was originally dew = s

hi
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rived from the Hodgkin-Huxley model of action potentials
30], [31], [32]. The FHN system describes also the spatial
][ ] [ ] f[ ] . y i h P Fig. 3. (a) Parameter space with tissue-at-risk(TAR)i®a (dashed). The
eatu_"?s of SD wave in neurona t'SSl'Je [33]. Furt ermomv.th&xtent a TWF spreads is defined from the stimulation bordénedocation
transition from non-excitable to excitable media suppayti where the maximum activator concentratianlies above the nullisocline

traveling waves was well investigated in the FHN model [34]u = 0 (inset). The red curve in the inset is the projection of a T
the infinite phase space of the space-dependent FHN systerthinone of

[35]. It was SuggeSted_ _that the spatio-te_mpo_ral pe}tterns_ he homogeneous system f8r= 1.4, ¢ = 0.04. The projection is taken at

SD occur at this transition [33]. The regime in which thisthe moment which we defined as the collapse of the TWF. (b§gdce-time

transition takes place is also well investigated in chemica&!'ots of the transient wave forms (TWF) following a stimidat (increase
del h . d th f . of w by 2 for0 < =z < 1, starting from the fixed point). Parameters: (b)

model systems in experiment and theory, for a review S€e_ (4 3 — 1.4, (c) e = 0.05,8 — 1.4, (d) ¢ = 0.095, 3 = 1.185.

[36]. D, =1andé = 0 for all parts. The color code denotes the activaioas
The route to spreading excitability in a generic modef€fined in the inset of panel (a).

is provided by two independent pathways: one lowering

the threshold of evoked activity, the other changing the

ratio of the biochemical reaction rates, and hence the time

scale ratio. The two pathways might offer new opportuni- @ — f(u,v)+ D @ L)
ties in developing optimal therapy. Consider the case that ot ’ “ 02

a pathological condition is caused by a shift along one ov eg(u,v) + D @

path whereas therapeutic strategies are available for both ot 9 Yox?’

pathways. Suppose both strategies can be combined whil§ifusion is represented by diffusion coefficienf, and
each has individual response rates and side effects. What By re-scaling space, the ratib= % of the diffusion

is an optimal time efficient combined therapy stopping thgoefficients can be introduced. The parametés the time
spread while minimizing side effects? Since therapies cagtale ratio of inhibitor and activator variables. The riact
be combined, there is a two dimensional manifold in Whichatesf(u,v) and g(u,v) may possibly be derived from a
therapy takes place. The strategy we suggest is to equip thigore complex model of SD, e.g., the one from [20], by
manifold with a metric that allows us to find an eﬁective|umping together all activator Variab|es1 such as inwamd cu
combined therapy with minimal side effects. Effectiveniess rents and extracellular potassium Concentra{iﬁ’d’]o into
defined by finding a path to a sufficiently low excitability 3 single activator variable and their combined kinetic® int
where the tissue is not susceptible to spreading evenisreaction ratef(-,-). Likewise, a single inhibitor variable

whereas efficiency refers to side effects and time. could be related to recovery processes, such as effective
regulation of[K*], by the neuron'sNa-K ion pump and
|. PARAMETER SPACE OF THEFHN SYSTEM the glia-endothelial system. This will be an important tagk

We assume that a standard activator-inhibitor scheme lealfi-"® investigations. We aim to describe universal fessuaf

to the observed propagation phenomena during SD. Tﬁgaction—_diffusion coupling that lead t_o the onse_t of spieg
activator and inhibitor variables; and v, are coupled by pathological states and do not specify the variabled v

their kinetic reaction rateg(u, v) and g(u, v), respectively, \t/;ghlchlund(:rlytthets c chgrg (r:;['etz)(ltstlcs othert_thalm Elt]r? t..tg?y Pl
and can diffuse in the medium. The equations are € roles of activator.and INNIDION, FESPECLVEy. | hemetc
functions f (u, v) andg(u,v) are given by the FHN system

1 07 1
11 06 f(ua U) = u- gu:} -0 (2)
N o gw,v) = u+f -
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threshold 3
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e s ol e where$ and~ determine the excitation threshold (Fig. 1).
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161/ nospreading activity o1} We shall start by viewing the parameter plane of the FHN
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@ time scale atio ® time scale atio M has four dimensionse(3,v,d). In a certain regime the

Fig. 2.  Parameter space of the FHN system=£ 0,5 = 0). Besides parame_ter_sﬁ and v deter_mlne th_e thI’E_Sh_0|d for a non-or-
the parameter, a threshold parametefs and anexcitability parametera ~ all excitation process. Like, their variation can cause a
is used in (a) and (b), respectively, to span the parametsresfsee Fig. bifurcation: the emergence of sustained travelling waves.

1). Three regimes exist defined by the spatio-temporal npattthat occur: ; ; ; ;
waves, transient wave forms (TWF) and no spreading actifie arrows Instead of the four dimensions usually a two dimensional

mark two paths which are perpendicular to the bor@srin (a) but not in ~ SUbset is investigated to describe this bifurcation, fameple
(b). the section aty = 0.5 [34], or aty = 0 [35], both with



Tt caer border in)M is the propagation boundaé. Below 9P any

@ o | confined perturbation of arbitrary profile decays evenyuall
or g l - Above P some wave profiles are stable and travel with
5 0.67_357 B < . < constant velocity. In a co-moving frame, these travelling
5 o4 g s o waves are equivalent to the existence of a homoclinic orbit.
02| ¥/ [ /[T \ 100 The transition marks a bifurcation of codimension one.

; 1000 Therefored P is a hypersurface i/ separating the regime

OO B / supporting travelling waves from the non-excitable onea In

two-dimensional parameter space, spanned, landg or A,

OP is a curve defined by fold points (Fig. 2). We consider

the regioncloseto 0P, where TWF exist though sustained

waves may not.

06 &7 In the absence of a metric alf closeness t@P can be

08 < defined with reference to other borders by whidhis further

0 subdivided. The adjacent bifurcation curve abéo\veis JR,

which is defined only in systems with more than one spatial

dimension. In these systends? is the border above which

Fig. 4. (a) Dose response curves for an effective dose andi@dose open wave fronts will not disappear because the open ends

with the typical sigmoidal shape caused by the logarithrealisg. (b).(C)  cyr| in to form a spiral shape. Open waves rotate and re-enter

Same as in (a), but with rotated and inverted axes for twosiftigicting on . . . .

e and¢? acting ong. (d) Schematic parameter space with two TAR-isolinesTultiple times the invaded tissue. Betwe2R ando P TWF

(TAR high and TAR low). A route to hyperexcitability can beusad by a  exist, depending on the initial size and shape. In this study

?:l)ﬂtg\]/v; rgrsome‘istg”:g;ﬁﬁeogﬂymsﬁg‘ogitgl fsr?a':;t(r‘T‘*AgyE)’f,;;f&ﬁg'iN?atewe will consider only one spatial dimension. Therefore we

dose and toxic response curves in (b) and (c) lead®p ( only investigate the region belo@P, because abovéP
such TWF do only exist for spatial dimensions higher than
one.

0 = 0. Consider the subset at = 0. A particular FHN We suggest to take the distance a TWF spreads to define

system is specified by a point of this subset. It can be isolines in the regime belowP. This distance defines the

parameterized by the coordinate functieiig), i.e., the time volume of tissue at risk (TAR, see Fig. 3 (b)) referring

scale separation of andwv, and the threshold parametersto the risk of transient neurological symptoms or even of

threshold 3

0.0010.01 0.1 1 10 100 1000 time scale ratio €
log ¢’

B(q). As an alternative coordinate function fGfq) permanent damage (PID case) when this tissue is invaded
following a local stimulation. We define a new boundaxy
Ap) = (B — 153) (3) as TAR approaching 0. ABS any stimulation collapses into
3 the steady state without affecting surrounding tissue. lf@n t

can be chosen [35]. Whilg is a measure of the thresholfl, contrary, atoP the TAR is infinite, as stable waves exist
is related to a measure of excitability, because it is equal which spread through the whole tissue. The region between
the inhibitor concentration in the steady state (Fig. 1)isTh 9S and 0P is the region where in a 1D system TWF exist.
is rather a convention than a definition of excitability. T®@ b This region defines a subsgt of M. The general point of
more general, we shall only assume that excitabilityis a therapeutic control strategy is to lea/eby crossingdss.

a C>-function £ : U — R in a subsetU of M. Further
properties of this function will be defined later. Firstly we
want to note that there obviously exists a whole set of So far excitability £ has not been defined. We assume
coordinate systemd for M with coordinate transformations E to be aC°-function in U. In fact, it is reasonable to
like Eqg. (3) beingC> diffeomorphisms. Naturally}d/ can assume that’ is constant on the two borders, because these
be identified as aC°° differential manifold. For a given are bifurcation lines at which TAR is constant. Furthermore
subsetU of dimensionn we can chose the coordinate systensince a change in TAR is suggestive of a change in excitabil-
€ =1[¢...,6"] = [¢] € A, withi € {1,2,...,n} that ity, we propose both to be linearly related. Our goal is to
seems to suit best the purpose of study. Thus, in the sectioantrol a pathA in U along which excitability, and with it
with n=2 and¢! =e the paramete¢? can be chosen either the volume of TAR, is efficiently diminished. Let the path
as 3 or asA. We will mainly consider the hypersection atstart inU atq where the neuronal tissue temporarily supports
0 = 0, and~y = 0 unless explicitly stated otherwise, and usghe spread of excitation. Let the path end @8. Firstly,

I11. EFFICIENT CONTROL OF TRANSIENT WAVE FORMS

various coordinate systems in this submanifold. we assume sufficient knowledge of control characteristics,
e.g., by pharmacokinetic and pharmacodynamic means, as
Il. TRANSIENT WAVE FORMS (TWF) described in the next section. We will show in the next

Excitability is an emergent property of active media. ltsection that this provides a metric di. In this section
arises when a critical parameter value is crossed abowe will just assumel to be a differential manifold with a
which the medium is susceptible for sustained propagatingetric. Furthermore, we assume (i) that our control method
excitation patterns [37], [34], [35]. In a 1D medium thisallows us to choose any path: I — U parameterized by



some intervall C R, (i), as already stated, (ii) thaf is a system forU by selecting(?, we can not simply assume it

C*°-function in a subsel/, which includesA, and (iii) that to be Cartesian. Note, that commonly the logarithm of the

E(q) > E(9S) holds. concentratiorg? is plotted on the abscissa (Fig. 4 (a)). Thus,
Which path should we take, if we want to reduce exthe choice of the unit of concentration is arbitrary.

citability by going fromgq to 05 by deliberate control? The Let us write the components of the metric tensorlbf

efficiency of successful control dragging the system into thin the coordinate syster) as g;;. We can introduce a new

target statep on 0.5 should be given by some optimizationcoordinate systenf € A of the response variables. The

criterion. When a metric is given two paths are privilegedcomponents of the metric tensor in this coordinate system

the shortest path ; between; andoS, and also the one that ¢ are

minimizesE by gradient descent. The latter patf) implies ) ,

a metric because covectors liké” /0¢7 and tangent vectors Gas = ﬁg,,%. (6)

to a pathA are unrelated objects of different kinds. Only o age" ogr

a metric tensorg;; defines the gradient as a contravariant | jkewise, we can calculate the components from ;.
vector (using summation convention) Hence the question is whether a structure of the pharma-
OE codynamic scheme can be treated as a metric structure in
= g% 85] (4) differential geometry defining,;. Suppose thag® or one of
their metabolites have toxic side effects. Their dose nespo
Therefore, only when a metric is given 6 we can apply cyrve follows the same relation as Eq. (5), although shifted
some optimization criterion for the therapeutic path. to the right on the dose axis by a highexic dose 5q7'Cs)
IV. METRIC TENSOR ONU ¢i
As efficient control, in the last section we proposed a =t <TC7'7W+ Cl) : @)
method based on a metric structurdinTherefore, a metric ‘ 50
structure is needed to optimize control. Hence it is natural t* denotes transducer functions that represent the response
in this context to endow/ with a metric that is derived Of the toxic system. Again for the sake of simplicity we use
by some sort of cost function of the control method. Wes transducer function$ the identity function. In analogy
introduce a standard pharmacokinetic and pharmacodynariicEg. (6) we obtain
scheme to illustrate this concept. LE&tbe the concentrations

(grade)’

_oc ort ot oc

of drugs which regulate diverse functions in populations of Gos ’ (8)
neurons. For the sake of simplicity, we neglect the details 9g> 9¢t ™ 0¢7 9gP
of pharmacokinetics as the discipline that describes dsag assumingT, ..., T"] builds a Cartesian coordinate sys-

regimes and the time-course of in the body by absorp- tem of the costs W|th the Euclidean metbig .
tion, distribution, metabolism, and excretation. We assum \\e end this section with one example corresponding to a
the drugs can be constantly administered and their rate §’ubtype of migraine with aura for which pathogenic genetic
administrations equals their rate of metabolism and exsret ytations are known. A recent study by [38] showed that a
Thus(¢? is immediately in its steady state value. Furthermorgygyel migraine mutation introduced in the gene coding the
we assume thaf’ follows linear pharmacokinetics. In this sodium channel leads to a slowed-down inactivation and a
situation the steady state gf changes proportionally ac- two-fold faster recovery from inactivation. Thus the ploysi
cording to dose. logical state of the cortex is shifted into hyperexcitapiln

The relation between drug dose and response is usualy simplified FHN model by slowed inhibition, i. e., lower
modeled as a hyperbolic function assuming a simple drugyjyes. Now suppose that we have a drug with concentration
receptor interaction. Suppose the responsg ts a displace- ¢! acting exclusively ore (e.g., £! = ¢) and another2
ment inU given without loss of generality in the coordmateactmg exclusively on3 (e.g., €2 = ). For the sake of

system¢ = [¢',...,£"] readability we replace the sgt, 2} of indicesi by {¢, 5} and
4 , ¢ use(? for both the drug concentration and the drug name. Let
& =r (E C’jj‘”:_ 47) (5) the effective doses 5@ C;, be the same for both (without
50

loss of generality we choosCi, = 0.1), and let the
In this equation,r’ denotes transducer functions thattoxic doses 50I'C¢, differ. Usually T'C}, is several times
represent the response of the FHN system to the dfug higher then the effective dose. We chodg€s, = 5 and
For the sake of simplicity we use as transducer functioriEC?0 = 10. The drug¢” has therefore a relatively higher
ri the identity. ECE, are theeffective doses 50.e., doses therapeutic inde'I* = TC},/ECY, than(e (Fig. 4).
at which 50% of the maximal responsgs,, are achieved.  We now consider how the two drugs must be administered
¢ .. is the asymptotic value of’ for large concentrations. in a combined therapy. First, we assume that both drugs have
In analogy with Eq. (3), where we have introduced the sufficient efficacy, that is, they are each potent enough to
new coordinateA\, we have thus introduced the coordinatedrag the FHN system back to it physiological excitability
system( € A as new control parameters of the FHN systendefined by the TAR-isoline (Fig. 4 d). The maximal response
Although the coordinate systeqiis a privileged reference ¢!, . rates for both are chosen such that already 80% of
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Fig. 5. Parameter space of the FHN system at the seetiea 0.5. Fig. 6. Parameter plands(, §) of the nonlocal control term. Black areas
OP is the propagation boundary. Belo@&P any confined perturbation of indicate successful suppression of wave propagat@riNén-cross coupling
arbitrary profile decays eventually. Abo@e” some wave profiles are stable (NCC) in the activator equation (9 NCC in the inhibitor equation (10).
and propagate with constant speed. They correspond to Hiomoarbits  (c) Cross coupling (CC) in the activator equation (®)) CC in the inhibitor
in a co-moving frame. The simulations have been done with B Bifstem  equation (10).
at 3 = 0.8 ande = 0.1 (solid black circle). A successful suppression of
reaction-diffusion waves by nonlocal coupling indicateshéft of 0P of
the combined system beyond the pointda&= 0.8 ande = 0.1. . ) . L

The signals can either be the activatar or inhibitor v. A

connection in the cortex can extend over several millingeter

¢ . is effective. Without loss of generality we fiK’,,, at and it either mediates competitive or cooperative intévast

i . Ifonly (¢ is available, the physiological TAR level is The parametes describes the connection length and the
crossed at 7.4% of the maximal toxic levelBf. A pure ad- coupling strengthi’ of the interaction.

ministration of neuromodulataj® with doubled and halved  Different networks for various parameter valuEsand &
therapeutic indef'7¢ cost 3.85% of the maximal toxic level are classified by their effect on the wave. We distinguish two
T?. An optimal combined therapy with therapeutic indexcases. Either the wave is suppressed. This indicates that th
T1P reaches the physiological TAR level at 1.84% of theexcitability boundarydP of the combined system is shifted
maximal combined toxic level},; = T¢ + T” (see the two to higher excitability values (upwards in Fig. 5) into a regi
black lines terminating at the effect axes in Fig. 4). where without the nonlocal coupling pulse solutions would
exit. Or the wave continues to spread, though its profile

and speed might change. From a clinical point of view, the

Psychophysical studies on visual processing in migraingaye suppression is a desirable control goal for the network
patients suggest that changes in their networks of corticgkhieved within the solid black regions in th&’, §)-planes
neurons lead to an interictal state of changed excitabiligy, Fig. 6.

an anomalous cortical state in the interval between migrain \y find that wave propagation can be suppressed with a
attacks [39], [40]. Th!s motivates efforts to.understanWho NCC (non-cross-coupled) setup only with positive coupling
the spread of reaction qllf_“fusmn waves is controlled b%trengthK. When the NCC term appears in the activator
nonlocal network connectivity. _ balance equation, the desired control goal is achieveeliarg
To investigate the influence of various nonlocal CoNNeGygependent of the connection lengiifFig. 6 a), as long as
tivity schemes on wave propagation in the regime of suby js i the range of the wave width, including its refractory
excitability, we start by setting a super-threshold st@tioh 5| \When the nonlocal coupling term appears in the inbibit
in the one-dimensional system, choosing a particular FHl;ance equation, a similar picture arises, though waves ar
system with parameter valugs= 0.8, ¢ = 0.1, ¥ = 0.5, gyppressed for connection lengths ranging into the refract

D, =1, andD, = 0. Once a stable one-dimensional wavgg,j| of the wave § > 40) only for a narrow regime ofx.
profile is obtained, a nonlocal lateral network is switched OSuppression completely fails far> 70 (Fig. 6 b).

V. SUPPRESSION OF WAVES BY NONLOCAL INTERACTION

Ju 1 4 0%u Cross coupling of inhibitor and activator achieves the

9 T 4T3 ovtas desired control goal for both positive and negative couplin
-+nonlocal coupling (9) strengthsK, depending on the connection lengih(Fig.

v 6 c-d). The area in the parameter plaf®eX ) where this

o = wtBf-) control goal is achieved resembles a Mexican-hat-type net-
-+nonlocal coupling (10)  work connectivity. This is readily seen in Fig. 7. When the

nonlocal term appears in the inhibitor balance equation (10
the regimes of successful control in thedirection is much
K [s(x +0) — 2s(x) + s(z — 9)] . (11) wider (Fig. 6 d) than the regime for cross coupling in the

The nonlocal coupling terms have the form



K effects defined by Eqgs. (5) and (7) we still can infer a metric
structure of the parameter space of FHN. This may even lead
to a general definition of excitability.

Furthermore, we showed that certain control schemes of an
inhibitor-activator type system shift the emergence of evav
propagation towards higher values of excitability. Thetoaln
we investigated is of the form of a nonlocal coupling given in
Eqg. (11). This nonlocal transaction was added to the reactio
diffusion mechansim either in the inhibitor or the activato
balance equation. The sum of all individual cross coupling
terms that achieve a clinically desirable control goal satke
shape of an upright or inverted Mexican hat, respectively.
This supports our assumption that the nonlocal coupling
results from intrinsic lateral cortical connections. Datbmic
lateral interaction is an architecture widely used in msdel
of topographic feature maps.

To summarize, in modeling migraine a major objective is
to understanding cortical susceptibility to focal neugibal
symptoms in terms of neural circuitry [42], [43]7][ This
could open up to us new strategies for therapy using meth-
ods of controlling complex dynamics. Control of complex
dynamics has evolved during the last decade as one of the

The phenotypical scheme of spreading depression dgentral issues in applied nonlinear science [44]. Progress
scribes transient waves of massive depolarization of meurooward clinical implementation of nonlinear methods has
and astrocytes. Sucspreading depolarizatiofil5] is asso- peen done so far in neurology in particular in Parkinson’s
ciated with migraine, epilepsy and stroke. Their etiolsgiedisease, a neurological diseases also characterized hy-pat
are mainly discussed in the context of hyperexcitabilityl anjogical brain synchrony. There, techniques based on cbntro
disorders known as channelopathies, that is, diseasesdtaugf complex dynamics [45] are now tested in clinical studies
by a mutation in gene coding for ion channels. The challengghd fundamentally novel therapy methods are being evolved

is to bridge the gap between the molecular level of the cauggs). It is hoped that this success can be expanded.
and macroscopitissuelevel of the effects.

We suggest that there are at least two independed routes
towards a hyperexcitable state that supports transiene wav
forms in cortical tissue: one changing the ratio of kineticy
ratese and one lowering the threshol@. While the latter
route changes the nuliclines, the former changes only thfz]
trajectories in the phase space. Consequently, there soe al
two routes out of the hyperexcitable regime. This is of
particular interest when a critical therapeutic time wiwdo ]
exits in which the volume of affected tissue is largely
increased, as for example in peri-infarct depolarizatidren  [4]
the therapeutic aim would be first to prevent tissue loss
within the given window and re-establish the physiological[5
value later. In Fig. 4 (d) this would correspond to a path
from the hyperexcitable stat@] directly to a state of low
tissue at risk @) and from there back to the physiological [6]
state @).

We have described efficient control of excitability by a

Fig. 7. The "Mexican hat” connectivity profile of successfwave
suppression for cross coupling (CC) is clearly visible wir@control plane
is rotated and the space coordinates plotted as the distance ranging from
negative to positive values. Shown is the successful cbatsa (black) for
the CC term appearing in the inhibitor equation (10). WhenGIC term is
in the activator equation (9) the profile of the Mexican-hahrectivity is
inverted.

activator balance equation (9, Fig. 6 c).

VI. DISCUSSION
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