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Abstract parameters in the considered system that have not been
We consider a discrete—time dynamical system con- defined a priori are restricted to given constraints that
sisting of three controllable objects. The motions of all have the form of a finite sets or convex and bounded
objects are given by the corresponding vector nonlin- polyhedrons in the corresponding finite-dimensional
ear discrete—time recurrent vector relations, and con-vector spaces. For the dynamical system in question,
trol system for its has two levels: basic (firstolevel) we propose a mathematical formalization in the form of
that is dominating and subordinate level (secondlor  solving a multistep problem of two-level hierarchical
level) and both have different criterions of functioning minimax program control over the terminal approach
and united a priori by determined informational and process with incomplete information and give a general
control connections defined in advance. For the dy- scheme for its solving. Results obtained in this paper
namical system in question, we propose a mathematicalare based on the works [Krasovskii, 1968]-[Bazaraa
formalization in the form of solving a multistep prob- and Shetty, 1979] and can be used for computer sim-
lem of two-level hierarchical minimax program control ulation and for designing of optimal digital control-
over the terminal approach process with incomplete in- ling systems for actual technical, robotics, economic,
formation and give a general scheme for its solving.  and other multilevel control processes. Mathematical
models of such systems are presented, for example, in

[Chernousko, 1994]—[Tarbouriech and Garcia, 1997].
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1 Introduction Suppose that on a given integer-valued time interval

In this paper, we consider a discrete—time dynamical S'mph/ |n'[lslrya![)h0,T t: ];{O’Hl’ ' t ’T} (Tb> 0, T €
system consisting of three controllable objects. The -+ WNErEIV 1S the Set ot all natural num ers) we con-
motions of all objects are given by the correspond- s!deracontrolle_d multistep dypamlcal Sy stem that con-
ing vector nonlinear discrete—time recurrent vector re- Z'St.Of tglreet objetctsl,l. dD)énatr:lcsa of .Objffm |.e|. ; the
lations, and control system for its has two levels: ba- asic object controfled Dy the dominating payEr.
sic (first or I level) that is dominating and subordi- N€ Player-pursuer, is described by a vector nonlinear

nate level (second aff level) and both have different discrete-time recurrent relation of the form
criterions of functioning and united a priori by deter-

mined informational and control connections defined  y(t 4+ 1) = f(¢,y(t), u(t), u™™ (t)), y(0) = yo; (1)
in advance. We assume that on a given integer-valued
time interval the dynamics of each objekt I;, and

11 in this system, controlled by the dominating player-
pursuer P, subordinate playelS, and player-evader

E respectively, are given by the corresponding vector
nonliner discrete-time recurrent relations. Phase states

of all objects, all their controlling parameters, and all y Dt +1) = FOEyO @), u(t), uM (1)),

dynamics of object/;, auxiliary object controlled by
the subordinate playe, is described with the follow-
ing analogy relation:



y(l)(O) = yél); (2) 3 Information conditions for players in the control
systems

i : The control process in the discrete-time dynamical
dynamics of objecf I controlled by the player-evader system (1)—(5) operates under the following informa-
E is described by a vector nonlinear discrete-time re- tjonal conditions.
current relation of the form

At every instantr € 1, T, player P measures and

stores the values of the following parametetg0) =

At +1) = F(t,2(8),00), 2(0)=20. @) %0, ¥D0) = 58 u() = {ul®)}yeprmys uV() =

{u (t)},c57=1 0, 7; realizations of the informational
signalw(-) = {w(t) };e57 (w(t) ER™; me N,m <

s), whose values(t) (w(0) = wy is fixed) are formed,
at every instant € 0,7, according to the following
discrete-time relation (signal measurement equation):

Heret €¢ 0,T—1, y € R", y € R™, and
z € R* are phase vectors of the objedis;, and
11 respectively £,71,s € N; forn € N, R" is an
n-dimensional Euclidean vector space of column vec-
tors); u(t) € R?, v (t) € RP* andv(t) € RY are

vectors of controlling influences (controls) of the play- w(t) = Gly(1)=(t) + SLE(), )
ersP, S, and E respectively, restricted to given con- . o .
straints: where{(t) is a measurement error satisfying to given
constraint
w(t) €U uP@) €U, v € Vi (@) £ € . 7)

where the setl; is a finite set in the spacR?, and ~ Here for all instant € 0, T, and vectorg(t) € R”
U(ll)’ andV, are a convex sets in the spad®', and we assume that(y(t)) andS(t) are real matrices of
R respectively; for all fixed € 0, T — I the vector-  SiZeS(m x s), and (m x [) respectively, and for all
function f : 0,T —1 x R” x R? x R” — R’ is vectorsy(t) € R" the rank o_f each matriG(y(t))
continuous by collection of the variablég, u, u("), equalsm, that is, the dimension of vectar; the set

and for all fixed convex se¥’ C R’ and vector =1 IS @ convex polyhedron in the spaB¥ (here and
u € Uy the setf(, Y, u U(11)) = {f(t,y,u,uM), y € below, by a convex polyhedron we mean a convex hull

of a finite set of vectors in the corresponding Euclidean
vector space).

During the control process, playét also knows the
setZ(0) = Zo C Z, of all possible states of the initial

1 1 My _ re01 1 Y1 phase vector(0) = z, of object/I that is consistent

f(u))(t’Y(i))’u’Ulug i )(t’y_( L),y e o Krasovskil, 1068]) with the initial informational
Y, ') e Uj’}is convex; the vector-function  gignaly, and is a nonempty convex set in the space
F:0,T-1xR*xR? — R?iscontinuous by R

collection of the variable$z, v), and for all fixed con- Suppose that playe? also knows a formation princi-
vex setZ C Rf the setF'(t, Z, V1) = {F(t, z,v), z € ple of the controlm(l)(-) _ {u(l)(t)} —— (Vte

Z, v e Vi}is convex. ter -1
We also assume that for all instahte 0, T, phase
vectorsy(t), y(t), andz(t) of the objectd, I;, and
11 respectively, combined with initial conditions in re-
lations (1)—(3), are restricted to given constraints

Y, u® e UM} is convex; the vector-functiofi(®)

0,T—1x R™ x RP x RP* — R™ is continuous
by collection of the variableg/(!), u, u(1)), and for all
fixed convex se¥ (1) ¢ R"™ and vecton € U, the set

7. T—1: uM(t) € UV) of playerS on the interval
7, T which will be described below.

We also assume that play&¥ knows a choice of re-
alization of the contro™(-) = {u®(t)},crr—
VterT—1: uW@) e UY) of playerS on
any intervalr, T C 0, T, and he can use it for construct
y(t) e Y1, yOV(@t) e YV, 2() €21, (5) of his controlu(-) = {u(t)},czy= on this interval
(Vter, T—1:u(t) € Uy).

At every instantr € 1,T, player S measures
and stores the values of the following parameters:

whereYy, Ygl), andZ; are convex sets in the spaces
R", R™, andR* respectively.
(1) — oW My = £, _
PlayersP, S, andE together form the basic (first d) y 0 =yy 5wt () = {u (t)}_’teof—l'
level that is dominating control level of the considered Here we assume that at every instamt 0, T _(1% of
control process, and they are interested in the values ofthe basic interval, T the choice of the contral*"(z)

final (terminal) phase states of objedtsI;, and 1. of playerS depend not only to constraint (4) but also
PlayerS alone forms subordinate (second or Il) level d&pends on the choice of contrali) c U, of player
(that is subordinating to the control levBlin the con- £ Pased on the mappinB, specified a priori. Namely,

sidered control process, and he is interested in the finalSUPPOSe that mapping, is such that
phase states of objeft only, states that depend on the
behavior of playerP. v, : U — comr(U(ll)); vte0,T—-1,



Vu(t) € Uy, uM(t) € Uy (u(t)) € comgUY), 8)  (6), and (7); all sets together correspond to the interval
T,

where, (u(t)) is a convex set in the spa®® for Based on constraints (4), and (8), for a fixed admis-

all u(t) € U;. Therefore, the constraint (8) that we S'bfl.e prﬁgram control(-) € U(r, ) Merwai
have introduced establishes that the behavior of playerde ine t_ e seb55(u(-)) € comp(Sy, (7, — 1)) of &
S explicitly depends on the behavior of player admissible program controls™!) () € U_(U(Tv V) of
We also assumed that in the considered control pro-Players on the intervalr, J corresponding to an ad-
cess for every instarite 0, T player P knows all rela-  Missible program contral(-) of player P, by relation
tions and constraints (1)—(8), and play®knows rela-
tions and constraints (2), (4), (5), and (8). T—(u(-)) = {uP () : V() e UD(7,9),

In the considered process we assume that pld@yer ’
can have full information about all parameters of the
discrete-time dynamical system (1)—(8), and about re-
alizations of phase vectors for objedtsl;, andII on Vier,d—1, uM(t) € Ty(u(t)}.
the intervalo, T.

Now, by virtue of (1)—(7), we denote b§(7,J) C
S (7 + 1,9) the set of all admissible program realiza-
tions of the informational signal(-) = {w(t)};c7775
on the intervalr, 9. L .

Then for any instant € 0, T (1 < T) let W(r) =

4 Definitions and auxiliary properties for param-
eters of the dynamical system

For a strict mathematical formulation of a multistep
problem of two-level hierarchical minimax program > N
control over the terminal approach process with incom- 173 X R x R™ x compR*) (W(0) = W, =
plete information for the discrete-time dynamical sys- {w(0) = wo : wo = {0,y0,35", Z0} € {0} x
tem (1)—(8) we introduce some definitions. R" x R™ x compR?)}) is the set of all admissi-

For a fixed numbek € N and an integer-valued time ~ ble T-positionsw(r) = {r,y(r),yM (1), Z(7)} €
interval 7,9 C 0, T (7 < ), we denote byS,(7,9)  0,T x R” x R™ x comp(R?) of player P in the
the metric space of functions: 7,0 — R¥ofan  discrete-time dynamical system (1)—(8) (whef¢r)

integer argumentwhere the metrigy, is defined as is the set of all admissible phase vecte(s) € R* of
object/I atinstantr; w(0) = wy = {O,yo,yél),Zo};
* * (1) * 5
), 0a(-)) = max £ — oot w*(0) = wg = {0,y0,Yy *, Z3 }), where, by virtue (6),
pr(p1(): 20)) ter,0 Ioa(t) = 2(t) i (7), the nonempty set; is defined by relation

ZSZ{ZOZ 2’0620, 360651,

((P1(),2()) € Si (7, 0) x Sk (7, V));

by comfdS;.(7,9)) we denote the set of all nonempty wo = G(yo)zo + S(0)%0}-

and compact (in the sense of this metric) subsets of the

spaceSy (7, 9). Here forz € R in what follows || And let W (1) = {7} x R (WD (0) = WV =
z || denotes the Euclidean norm of vectorin the  {w™(0) = w(" : wi" = {0,4"'} € {0} x R"})
spaceR*. is the set of all admissible-positionsw)(7) =

Based on constraint (4) we define the BBtr, ) € (ryW(@)} € 0,T x R (wW(0) = w)
comgS, (7,9 — 1)) of all admissible program controls

{0, yél)}) of playerS in the discrete-time dynamical

u(-) = {u(t)},c75—7 of player P on the interval system (1)—(8).
70 €0, T (7 <) with relation Let for fixed time intervalr,d C 0,T (1 < 9),
admissible according (1)—(7) realizations of the
UTI) = {u() : u(-) € S, (7,0 — 1), positionw(r) = {r,y(r),y")(r),Z(1)} € W(r)

of player P, controlsu(-) € U(7,d), andu(-) €
U—5(u(-)) of players P, and S respectively, and
informational signalw(-) € Q(r,79) for player P
Vter, -1, ut) €U} (available for him on this interval), we denote by
R(7,9,w(r),u(-),u(-),w(-)) the set of all collec-
Similarly, according to constraints (4)—(7) we define tions (2(7),o(-)) € Z(r) x V(r,7) that are con-
the following setsTU() (7, 9) is the set of all admissi- ~ SiStent (see [Krasovskii, 1968], [Kurzhanskii, 1977],
all admissible program controls of playBr =(7,4) is 7,9, which is defined by relation
the set of all admissible program errors in the measure-
ments of the informational signal modeled by relations ~ R/(7, 9, w(7), u(-), u™ (-),w(-)) = {(2(1), 5(")) :




x V(r,9), VteT+ 1,9,

G(y(1))2(t) + S(1)E(1)

©)

where by y(t) = u(7,0,y(r),u(-),uV(-)), and
Z(t) = z(r,9,2(7),0(-)) we have denoted the so-
lutions of systems (1), and (3) respectively, at time
momentt € 7+ 1,9, generated by collections
(y(1),u(-),uM (), and(2(7), 5(-)) respectively.

We call the set

2 (70, w(r),u(),uM (), w(-) =

{z(e) (9) : z(e)(ﬁ) € R?,

A9(0) = 29(r 9, 2(7),0()), (2(7),0(-)) €

€ R(7,9,w(r),u(),uV(),w()}  (10)

the informational set of playeP for the posterior
minimax filtering process by relatively of playdr
and of object/I (see [Krasovskii, 1968], [Kurzhan-
skii, 1977], [Shorikov, 1997]) in the discrete-time
dynamical system (1)—(7) on the interval?d cor-
responding to the instant and admissible collec-
tion (w(7),u(),u(-),w(-)) € W(r) x U(T,0) x

U (u(-)) x Q(7, 7). We must note that by definition
this set is the set of all admissible realizations of the
phase vector of objedt/ at instanty that are consis-
tent with all information about the system in question
that playerP possesses on the interval about a be-
havior of playerFE, and motion of object /.

For any fixed intervalr, C 0,T (r < o), 7-
positionw(7) = {7, y(7),yM (1), Z(1)} € W(T) of
player P, and program controls(-) € U(r, ), and
uM(-) € U—5(u(-)) of playersP and S respectively,
we introduce the following sets:

Q(T’ﬁ’w(T)vu(')vu(l)(')) = {w() : w() € Q(Ta Q9)7

VieT 1,0, wt) = Gyt)z(t) + S(H)E®),

Z(9) = Z (7,9, w(r), u(-),uD (), w(-)),

w(-) € ArJ,w(r),u(),uV ()}, (12)

and call them, respectively, the set of all admissible in-
formational signals on the interval 9, and the set of
all admissibley-positions of playerP corresponding
to T-positionw(7) of player P, and controlsu(-) and
uM () of playersP andS respectively.

It is known (see [Shorikov, 1997]) that the informa-
tional setz\” (7, 9, w(r), u(-), u (), w(-)) is the ba-
sic element in solving the a posteriori minimax filtering
problem for the discrete-time dynamical system (1)—
(8), and it is a convex, closed, and bounded, and may
be approximate by a convex polyhedron in the space
R?, and construct by way to realization of a finite se-
quence of one-step operations only (here and below,
by a convex polyhedron we mean the convex hull of
a finite set of vectors in the corresponding Euclidean
vector space). Note that this informational set will
be needed to formalization and solve the main multi-
step problem of two-level hierarchical minimax pro-
gram control over the terminal approach process with
incomplete information that we consider in this paper.



5 Quality criterions for control over the approach
process
For estimating a quality of the considered dynamical
approach process on control levelwe introduce the
terminal functional

a: W(r) x U T) x UN (T T) x Q(7, T)

= F(TviTa a) — E :] - o0, +OO[, (13)

which, for a collection of realizations
(w(),u(-),uM(),w()) € I(r,T,a) admissible
on the intervalr, T has the following form:

a(w(r),u(-),uV () w()) =

= 1 B (), u), u )+

iy (w(r),ul), uM (), w(-)). (14)
Here the functional
B: WO(r) x UF,T) x UN(FT) =
=I(7,T.}) —E (15)

and its values for realizations of collections
(w® (1), u(-),uM(:)) € T(r,T,3) admissible

on the intervalT,T are defined by the following

concrete relation:

B(w(l)(7)7 u()7 u(l)(')) =

= D — e e (26)

where {y(T)}, Wy (7 Ty (7), u(),

uM ()}, is the k;-projection(k; < r1) of the so-
lution of system (2) on the interval, T at final (ter-
minal) instantT that corresponds to the collection
(y(l)(7)7u(')7u(1)('))'

Note that functional? defines a measure of how much
an admissible realization of thie -projection (k; <

r1) of the final state (at the final instal) of the phase
vectoryM(T) € R™ of object]; can deviate from
the corresponding projection of a given fixed vector

y£1) € R™, and lets playersd”® and S estimate the

quality of program terminal control for the approach
process on the control levelsand I of this two-level
hierarchical control system for discrete-time dynamical
system (1)—(8) on the considered interval .

In formula (14) functional

7 W(r) x UET) x UD(ET) x O T)

P(T7 T7 7) - E7 (17)

defines a measure of how much an admissible realiza-
tion of thek;-projection(k; < r; k; < s) of the final
state phase vecto{T) € R" of object] can deviate
from the corresponding projection of an admissible re-
alization of the final state phase vectqfT') € R* of
object/ I, and lets playeP estimate the quality of pro-
gram terminal control for the approach process on con-
trol level I of this two-level hierarchical control system
on the considered interval, T. Values of this func-
tional are defined by the following formula:

y(w(r),u(),ut) (), w()

= max
{2(D)}Re{Z((T)}x

[ {y(T)}k = {=(T)}x Ik, (18)

where the set Z(T) = ZF T, w(r),u(),
uM (), w()) # 0, and{Z)(T)} is its k-projection.

In formula (14),4(") € R andu € R! are any fixed
numerical parameters that satisfy the following condi-
tion: p+ p = 1.

Also note that on control levél of this two-level hier-
archical control system we not exclude situation when
the parametew(-) € Q(7, T) may be realized on the
interval 7, T by worst form for the playe®, namely,
when it determine a maximal admissible value of the
functional~.

The quality of program terminal control for playsr
in the approach process for the final phase state of ob-
jectI; with a given fixed vectoy,(f) on control levell I
is estimated by the functiona that we have already
introduced by the relations (15), and (16).

We should note that if we introduce a vector-
functionalé = (3, ) such that

5: I(r.T.5) x (7, T.7) — ExE,  (19)

whose every parameter’s values are defined for admis-
sible realizations of their arguments on interval ac-
cording to formulas (17), and (18), we can conclude
that functionala defined by relations (13)—(18) is a
convolution of the vector-functiondlobtained with the



method of scalarization (see, e.g., [Bazaraa and Shetty, u<1’€)(~) evw
1979]) of vector functionals.

Thus, functionakx lets us estimate in general, from

player P’s point of view, the operation in the approach @ (Le)
process on the interval, T in two-level hierarchical = Bw' (1), u(-),u () =
control system for discrete-time dynamical system (1)—

(8) considered as a collection of objeéts/;, and 1,

playersP, S, and E' that define control level. Func- min ﬁ(w(l)(T) ul() u(l)(.))} (20)
tional « is a convolution of the vector terminal func- u) () eV (u(-)) TN ’
tional ¢; for its scalarization, we use numerical param-

etersy, andy, that estimate how important each of -\ here functional3 is defined by the relations (15), and
the functionals3, and~ for player P. Note that these (16).

parameters can be determined, e.g., with an expertesti-\\e  call the set U1-®) (T, 0w (r),ul) =

—(u(-)), &5 (7, T,w®(7),u(-) =

mate based on experimental data about the considerequu,e)(.)} C U (u(-)) (w(r) = {r,yV (1)} €

dynamical system (1)—(8). WO(r), w®(0) = w? ¢ WD) which is formed

by the solution of Problem 1, the set of optimal
o program controls of playe$ on control level/ I of the
6 Optimization problems for control over the ap- two-level hierarchical control system for discrete-time
proach process dynamical system defined by (1)—(8), and the cor-
Based on the considerations above, the objective of egphonding numerical valueg) (T, T, wM (1), u())
the playerS, who defines control levell togetherwith  \ve call the optimal value of the program control
the object/, in the considered two level hierarchical regylt in the approach process for playon control
control system for discrete-time dynamical system (1)— |eve| 17 in this control system. Note that both this
(8) for program terminal control of an approach pro- gjements correspond to fixed and admissible interval
cess on any fixed interval, T C 0,T (7 < T), can T TCO,T(r<T), r-positionw®(r) € W(l)(T)
be formulated as follows. We will assume that player
S, using his informational and control possibilities on
control levell1, is interested in such result of the pro-
gram terminal control in the approach process defined
by dynamical system (1)—(8) on a given intervall'
for which functional 8 defined by relations (15), and
(161) for all admislsible reaIizqtiolns of his;position UL (7, T, wD (), u(-)) € U—(u(")) for players
wili(ﬂ Az(l) {T’y( )(T)} e W) (o' )(ﬂ - on control levell/] that corres;;ond to a realization of
wy ' € Wy ),_an_d program contral(-) € U(T,_T) of his 7-position w) (7) = {r,yD(r)} € W(1)(T)
pI_ayerP on_th|s mtgrval tak_es thellee_lst possible value (w®(0) = w(()l) c W[()l)) and are subordinate to
with a possible choice of his admissible program con- the choice of the admissible program contudl) €

trol ut() € Vor(u()). U(7, T) of playerP on control levell.

To carry out this idea, below we formulate for player  according to the definitions and assumptions made
S, i.e., for control levell I of the two-level hierarchi-  gpove about all parameters and informational con-
cal control system for discrete-time dynamical System pections in the two-level hierarchical control system
defined by (1)—(8), the following optimization problem {5, discrete-time dynamical systems defined by (1)—
for the program terminal control over the approach pro- gy the objective of playe® on control levell of

(w®(0) = w" € W) of players on control level
I1, and controku(-) € U(r, T) of player P on control
level I.

We also note that the solution of Problem 1
on the interval, T defines the principle of con-
structing optimal program controls:(1¢)(\) €

cess of object; with a given fixed vectop.". this control system in the realization of the consid-
Problem 1. For a given intervalr, T C 0,T (7 < ered program terminal control over the approach pro-
T), a realization of ther-position w®(r) = cess of object/ with object /I, and object/; with
{r.yO()} € WO(r) (w®(0) = w(? € W)  a given fixed vector'" on a given intervalr, T C
of player.S which is admissible on control levéll of 0,T (r < T), i.e., control of objectd, andI;, can

the two-level hierarchical control system for discrete- be summarized as follows. We assume that player
time dynamical system defined by (1)-(8), and any P, using his informational and controls possibilities,
admissible realization of the program contegl) € is interested in such result of program terminal con-
U(7,T) of player P on control levell, find the set  trol in the approach process defined by the dynam-
UL (7, T, wV(r),u(-)) € W—(u(-)) of optimal ical system (1)~(8) on intervat, T for which the
program controla.(1¢)(:) € Wﬁ(u(.)) of player S functiongl a defineq by relatioqs (1??).—(18) for ev-
corresponding to contral(-) of player P which is de- €Y admissible realizations of hispositionw(r) =
fined by relation {r,y(r),y (1), Z(r)} € W(r) takes minimal ad-
missible value due to the possible choice of his admis-
sible program contrak(-) € U(r, T), and optimal pro-
UL (T T, w(r), u() = {ulb9() : gram controk(:¢) (-) € UL (7T, w® (), u(-)) of




player.S which is subordinate t@& (wherer-position
w(r) = {r,yV(1)} € W) (W(0) =
{0,459 = wl” € W) of player S that defines
the state of objeck; on control levell I at instantr, is

constructed from the-positionw(r)).

U (7, T, w(r), u()) = {ul9 ()} C Uor(ul))
of optimal program controls of playe$ on control
level IT of the considered control system for any ad-
missible realizations of-positionw™® (1) € W) ()
of player S and program control(-) € U(r,T) of

Note that in the analysis of system (1)—(8), we cannot player P can be found from the solution of Problem 1;

rule out the situation when parameters) € V (7, T),
and¢(-) € =(r, T) can be realized in the worst possible
way for playerP, i.e., they define the maximal possible
value of functionakx for any fixed and admissible real-
izations of elements(7), u(-), andu(-). Also note
that the influence of parametes$-), and£(-) on the

the set€; (u(-)) = Q(7, T, w(r), u(-),u)(-)), and

0 (u() = Qr, T, w(r),ul? (), ul()).

We call the setU(©) (7, T,w(r)) € U(7,T), which

is constructed from the solution of Problem 2, the set
of minimax program controls of playdP for the ap-
proach process on control levElof this two-level hi-

considered approach process is reflected in the valuegrarchical control system for the discrete-time dynami-

of admissible realizations of the informational signal
w(-) € Q7 T, w(r),ul-),uV) ().

To achieve this objective for playd?, we formulate
the minimax program terminal control problem with in-
complete information for the approach process for ob-
jectsI, Iy, andII on control levell of the two-level
hierarchical control system for discrete-time dynami-
cal system defined by (1)—(8).

Problem 2. For a given interval 7, T C
0,T (r < T), and a realization of the-position
w(r) = {my(r),yM (1), Z(1)} € W(r) (w(0)
{0,90,4", Zo} = wy € W) of player P which is
admissible on control level of the two-level hierar-
chical control system for discrete-time dynamical sys-
tem defined by (1)—(8), find the s&X®) (7, T, w(7)) C
U(r, T) of minimax program controls of playd? de-
fined as follows:

U (T, T, w(r) = {u'() s () e UTT),

(7T w(r) = min
u(l‘e)(.)eU(l,e)(T’T’wu)(T)’u(e)(.))
(e) (1,e) -
max a(w(r),u” (), u Y, w()} =
w()EQ (ule)(4)) ( ( ) () () ())}
= min min {
u()EU(TT) u:) ()eUWS) (7. T,w®) (7),u(-))
. (1,6) . . 21
max  a(w(T),u(-),u W ]
oy elw(r),u() () w()3} (21)

Here the functionaky is defined by relations (13)—
(18); 7-positionw™ (1) = {r,yM(7)} € W(l)(T)
w(©0) = {0,5"} = wo € W) of player S

is constructed from ther-position w(7) of player
P and defines, at instant, the realization of the
phase vector of objeci; on control levelll of the
two-level hierarchical control system, while the set

cal system defined by (1)—(8), while the corresponding
numberc&e)(ﬁ, w(r)) we call the optimal guaran-
teed value of the result of a minimax program control of
player P for the approach process on control leyedf

this control system. Here the $6t) (7, T, w(7)) and
numberct? (7, T, w(r)) correspond to fixed and ad-
missible interval-, T C 0, T (7 < T), andr-position
w(t) € W(r) (w(0) = wy € Wy) of player P on
control levell.

Note that the solution of problem 2 defines, on the in-
tervalr, T, the principle of constructing minimax pro-
gram controlsu(®)(-) € U©) (7, T,w(r)) € U(7,T)
of player P on control levell of two-level hierar-
chical control system for the discrete-time dynamical
system (1)—(8), corresponding to realization of his
position w(r) = {r,y(r),yV(r), Z(r)} € W(r)
(w(0) = {0, 40,18, Zo} = wo € Wo).

Based on solutions of Problems 1 and 2 formulated
above, we also consider the following problem.

Problem 3. For any fixed interval7, T C
0,T (r < T), and a realization of the-position
w(r) = {r,y(r),y(7), Z(1)} € W(r) (w(0)
{0, 50,8, Zo} = wo € Wy) of playerP admissible
on control levell of the two-level hierarchical control
system for the discrete-time dynamical system (1)—(8),
find the setU(®) (7, T, w(7)) of minimax program con-
trols of playerP, which is defined as follows:

OO E T () = (@)
i) € U T u(r),

min A (), 09(),u() =
4

u ()€ Uep (49 ())

= min min
u(©) (YeU© (rT,w(r)) u®) ()W (ul®)(-))

BlwD (r),ul? (), D ())}}; (22)



for realization ther-position w((r) € W) (r)
(w®(0) = wi’ € W) of the playerS which
is admissible on control levell of this two-level

hierarchical control system and constructed from the (w()(0) = {O,yél)}

T-positionw(7), and an admissible realization of the
minimax program controli(®)(-) € U©) (7, T, w(7))
of playerP on control levell which can be constructed

Here the functionad is defined by relations (13)—(18),
and the functionap is defined by relations (15), and
(16); T-positionw™ (1) = {r,yM(r)} € W(7)
= w ¢ W) of players is
constructed from the-positionw(r) of player P and
defines, at instant, the realization of the phase vector

of objectI; on control levellI of this two-level hi-

from the solution of Problem 2 and the problem defined erarchical control system for discrete-time dynamical

by (22), find the selU:€) (7, T, w™ (1), a(°)(-)) C
UCAETwl(n),a() € Teg(a®()
of minimax program controls a(%¢)(-) €
UL (7, T, wM(7),al)(-)) of playerS on control
level II, and number cg@(r,iT,w(l)(r),ﬁ(e)(-))
that is the optimal result value for playér for the
approach process on control levdl of this two-level
hierarchical control system corresponding to control
a(¢) () of player P, which are defined by the following
relations:

U0 T w (), 8()) = {9 :

a9 () € UL T, 0l (1), 04 ()),

aw(r), 1), 4 (), w() =

max
w(1)EQ2 (a1 ()

min max
w®e) ()eUe) (7T, w (r),4(e) (1)) w(-) €z (u(te)(+))

a(w(r), a9 (), () (D (23
ey (7T wV(7),d) () =
= Bw® (1), 2@ (), alO () =
T u(e gli—rimw-»
ORI ORI O)} S )

system (1)—(8); the s& () (7, T, w™ (1), a() (-)) =
{ut¥)()}} € U—(a'®)(-)) of optimal program con-
trols of playerS on control level I of this two-level hi-
erarchical control system for any fixed and admissible
interval7,T C 0,T (r < T); realization of minimax
program controki(®)(-) € U (7, T, w(r)) of player

P on control levell of this two-level hierarchical con-
trol system for discrete-time dynamical system (1)—(8)
can be found from the solution of Problem 1; the sets
Qu) () = QT w(r),a® (), u)(-)), and
QQ('&(L@)(')) = Q(Tv Tv w(T)a ﬁ(e>(')a a(lﬁ)('))'

7 General solving scheme for the main approach
problem
Thus, for every admissible and fixed time inter-
val 7T C 0,T (r < T), and 7-position
w(r) = {my(r),y M (1), Z(1)} € W(r) (w(0)
{O,yo,y(()l),Zo} = wy € Wy) of player P on con-
trol level I of this two-level hierarchical control system
for discrete-time dynamical system (1)—(8), and the
correspondingr-position w™™ (1) = {r,yM (1)} €
WO(r) (wD(0) = {0,y = wi? € W) of
player S on control levellI of this two-level hierar-
chical control system we can consider the solutions of
Problems 1-3 formulated above that together define a
multistep problem of two-level hierarchical minimax
program control over the terminal approach process
with incomplete information for the discrete-time dy-
namical system (1)—(8).
Then the general scheme for realization of min-
imax program control over the terminal approach
process that define the two-level hierarchical con-
trol system for the discrete-time dynamical system
(2)—(8), for every fixed and admissible time interval
7,T C 0,T (r < T), realizations ofr-position
w(r) = {ry(r),y (1), Z(r)} € W(r) (w(0)
{0, yo7yél)7 Zo} =wp € VVO) of player P on control
level I, and the corresponding-positionw) (1) =
{ryV(m)} € WO(r) (wh(0) = {0y} =
wél) € W(()l)) of playerS on control levell I, can be
represented as the following sequence of actions:
(1) for every fixed controlu(-) € U(r,T) of
player P on control level I, construct with the
solution of the corresponding Problem 1 the set
U®Le) (7, T, w™(7),u(-)) of optimal program con-
trols of playerS on control level/l, and the num-
berc(;) (7, T,wV (), u(-)), i.e., the optimal program
result value for this player on control levél corre-
sponding to control(-) that satisfy relation (20);




(2) with the solution of Problem 2, which is
based on the solution of Problem 1, construct the
set U©)(7,T,w(r)) of minimax program controls
of player P on control level I, and the number
c&”(ﬁ,w(ﬂ), the optimal guaranteed value of the
result of a minimax program control of playét for

the terminal approach process on control leighat
satisfy relation (21);

(3) with the solution of Problem 2, which is based
on the solution of Problem 1, and the problem defined
by (22) construct the sdfi(®) (7, T, w(r)) of minimax
program controls of playeP on control levell;

(4) for any minimax program controli(®)(.) ¢
U© (7, T,w(r)) of player P on control level
I, with the solution of Problem 3, which is
based on the solutions of Problems 1 and 2,
construct the setULe) (7T, w® (r),a(®)(-)) C
UL (7, T, w(7),a?(:)) of minimax program
controls of playetS on control levell I, and the number
cge)(ﬁ7w<1)(r),a(e>(-)), the optimal program con-
trol result value of playelS for the approach process
on control levellT that correspond to contral(®)(-)
and satisfy relations (23), and (24).

8 Conclusion

In conclusion we note that a concrete algorithm for
realization of the minimax program terminal control
over the approach process with two-level hierarchical
control system for the discrete-time dynamical system
(1)—(8) can be constructed with algorithms for solv-
ing minimax program terminal control problems with
incomplete information from works [Shorikov, 1997],
and [Shorikov, 2005].

Results of this paper can be used for computer sim-
ulation, design and construction of multilevel control
systems for actual technical, robotics, economic, and
other dynamical processes operating under deficit of in-
formation and uncertainty.
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