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Abstract
We consider a discrete–time dynamical system con-

sisting of three controllable objects. The motions of all
objects are given by the corresponding vector nonlin-
ear discrete–time recurrent vector relations, and con-
trol system for its has two levels: basic (first orI level)
that is dominating and subordinate level (second orII
level) and both have different criterions of functioning
and united a priori by determined informational and
control connections defined in advance. For the dy-
namical system in question, we propose a mathematical
formalization in the form of solving a multistep prob-
lem of two-level hierarchical minimax program control
over the terminal approach process with incomplete in-
formation and give a general scheme for its solving.
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1 Introduction
In this paper, we consider a discrete–time dynamical

system consisting of three controllable objects. The
motions of all objects are given by the correspond-
ing vector nonlinear discrete–time recurrent vector re-
lations, and control system for its has two levels: ba-
sic (first or I level) that is dominating and subordi-
nate level (second orII level) and both have different
criterions of functioning and united a priori by deter-
mined informational and control connections defined
in advance. We assume that on a given integer-valued
time interval the dynamics of each objectI, I1, and
II in this system, controlled by the dominating player-
pursuerP , subordinate playerS, and player-evader
E respectively, are given by the corresponding vector
nonliner discrete-time recurrent relations. Phase states
of all objects, all their controlling parameters, and all

parameters in the considered system that have not been
defined a priori are restricted to given constraints that
have the form of a finite sets or convex and bounded
polyhedrons in the corresponding finite-dimensional
vector spaces. For the dynamical system in question,
we propose a mathematical formalization in the form of
solving a multistep problem of two-level hierarchical
minimax program control over the terminal approach
process with incomplete information and give a general
scheme for its solving. Results obtained in this paper
are based on the works [Krasovskii, 1968]–[Bazaraa
and Shetty, 1979] and can be used for computer sim-
ulation and for designing of optimal digital control-
ling systems for actual technical, robotics, economic,
and other multilevel control processes. Mathematical
models of such systems are presented, for example, in
[Chernousko, 1994]–[Tarbouriech and Garcia, 1997].

2 Object’s dynamics in the two-level hierarchical
control system

Suppose that on a given integer-valued time interval
(simply interval)0,T = {0, 1, · · · ,T} (T > 0, T ∈
N, whereN is the set of all natural numbers) we con-
sider a controlled multistep dynamical system that con-
sist of three objects. Dynamics of objectI, i.e., the
basic object controlled by the dominating playerP ,
the player-pursuer, is described by a vector nonlinear
discrete-time recurrent relation of the form

y(t + 1) = f(t, y(t), u(t), u(1)(t)), y(0) = y0; (1)

dynamics of objectI1, auxiliary object controlled by
the subordinate playerS, is described with the follow-
ing analogy relation:

y(1)(t + 1) = f (1)(t, y(1)(t), u(t), u(1)(t)),



y(1)(0) = y
(1)
0 ; (2)

dynamics of objectII controlled by the player-evader
E is described by a vector nonlinear discrete-time re-
current relation of the form

z(t + 1) = F (t, z(t), v(t)), z(0) = z0. (3)

Here t ∈ 0,T− 1; y ∈ Rr, y(1) ∈ Rr1 , and
z ∈ Rs are phase vectors of the objectsI, I1, and
II respectively (r, r1, s ∈ N; for n ∈ N, Rn is an
n-dimensional Euclidean vector space of column vec-
tors); u(t) ∈ Rp, u(1)(t) ∈ Rp1 andv(t) ∈ Rq are
vectors of controlling influences (controls) of the play-
ersP , S, andE respectively, restricted to given con-
straints:

u(t) ∈ U1, u(1)(t) ∈ U(1)
1 , v(t) ∈ V1; (4)

where the setU1 is a finite set in the spaceRp, and
U(1)

1 , andV1 are a convex sets in the spacesRp1 , and
Rq respectively; for all fixedt ∈ 0,T− 1 the vector-
function f : 0,T− 1 × Rr × Rp × Rp1 −→ Rr is
continuous by collection of the variables(y, u, u(1)),
and for all fixed convex setY ⊂ Rr and vector
u ∈ U1 the setf(t, Y, u, U(1)

1 ) = {f(t, y, u, u(1)), y ∈
Y, u(1) ∈ U(1)

1 } is convex; the vector-functionf (1) :
0,T− 1 × Rr1 × Rp × Rp1 −→ Rr1 is continuous
by collection of the variables(y(1), u, u(1)), and for all
fixed convex setY (1) ⊂ Rr1 and vectoru ∈ U1 the set
f (1)(t, Y (1), u,U(1)

1 ) = {f (1)(t, y(1), u, u(1)), y(1) ∈
Y (1), u(1) ∈ U(1)

1 } is convex; the vector-function
F : 0,T− 1 × Rs × Rq −→ Rs is continuous by
collection of the variables(z, v), and for all fixed con-
vex setZ ⊂ Rs the setF (t, Z, V1) = {F (t, z, v), z ∈
Z, v ∈ V1} is convex.
We also assume that for all instantt ∈ 0,T, phase

vectorsy(t), y(1)(t), andz(t) of the objectsI, I1, and
II respectively, combined with initial conditions in re-
lations (1)–(3), are restricted to given constraints

y(t) ∈ Y1, y(1)(t) ∈ Y(1)
1 , z(t) ∈ Z1, (5)

whereY1, Y(1)
1 , andZ1 are convex sets in the spaces

Rr, Rr1 , andRs respectively.
PlayersP , S, andE together form the basic (first orI)

level that is dominating control level of the considered
control process, and they are interested in the values of
final (terminal) phase states of objectsI, I1, andII.
PlayerS alone forms subordinate (second or II) level
(that is subordinating to the control levelI) in the con-
sidered control process, and he is interested in the final
phase states of objectI1 only, states that depend on the
behavior of playerP .

3 Information conditions for players in the control
systems

The control process in the discrete-time dynamical
system (1)–(5) operates under the following informa-
tional conditions.
At every instantτ ∈ 1,T, player P measures and

stores the values of the following parameters:y(0) =
y0, y(1)(0) = y

(1)
0 ; u(·) = {u(t)}t∈0,τ−1; u(1)(·) =

{u(1)(t)}t∈0,τ−1 0, τ ; realizations of the informational
signal ω(·) = {ω(t)}t∈0,τ (ω(t) ∈Rm; m ∈ N,m ≤
s), whose valuesω(t) (ω(0) = ω0 is fixed) are formed,
at every instantt ∈ 0, τ , according to the following
discrete-time relation (signal measurement equation):

ω(t) = G(y(t))z(t) + S(t)ξ(t), (6)

whereξ(t) is a measurement error satisfying to given
constraint

ξ(t) ∈ Ξ1. (7)

Here for all instantt ∈ 0,T, and vectorsy(t) ∈ Rr

we assume thatG(y(t)) andS(t) are real matrices of
sizes(m × s), and (m × l) respectively, and for all
vectorsy(t) ∈ Rr the rank of each matrixG(y(t))
equalsm, that is, the dimension of vectorω; the set
Ξ1 is a convex polyhedron in the spaceRl (here and
below, by a convex polyhedron we mean a convex hull
of a finite set of vectors in the corresponding Euclidean
vector space).
During the control process, playerP also knows the

setZ(0) = Z0 ⊆ Z1 of all possible states of the initial
phase vectorz(0) = z0 of objectII that is consistent
(see [Krasovskii, 1968]) with the initial informational
signalω0 and is a nonempty convex set in the space
Rs.
Suppose that playerP also knows a formation princi-

ple of the controlsu(1)(·) = {u(1)(t)}t∈τ,T−1 (∀ t ∈
τ,T− 1 : u(1)(t) ∈ U(1)

1 ) of playerS on the interval
τ,T which will be described below.
We also assume that playerP knows a choice of re-

alization of the controlu(1)(·) = {u(1)(t)}t∈τ,T−1

(∀ t ∈ τ,T− 1 : u(1)(t) ∈ U(1)
1 ) of player S on

any intervalτ,T ⊆ 0,T, and he can use it for construct
of his controlu(·) = {u(t)}t∈τ,T−1 on this interval

(∀ t ∈ τ,T− 1 : u(t) ∈ U1).
At every instant τ ∈ 1,T, player S measures

and stores the values of the following parameters:
y(1)(0) = y

(1)
0 ; u(1)(·) = {u(1)(t)}t∈0,τ−1.

Here we assume that at every instantt ∈ 0,T− 1 of
the basic interval0,T the choice of the controlu(1)(t)
of playerS depend not only to constraint (4) but also
depends on the choice of controlu(t) ∈ U1 of player
P based on the mappingΨ1 specified a priori. Namely,
suppose that mappingΨ1 is such that

Ψ1 : U1 → comp(U(1)
1 ); ∀ t ∈ 0,T− 1,



∀ u(t) ∈ U1, u(1)(t) ∈ Ψ1(u(t)) ∈ comp(U(1)
1 ), (8)

whereΨ1(u(t)) is a convex set in the spaceRp1 for
all u(t) ∈ U1. Therefore, the constraint (8) that we
have introduced establishes that the behavior of player
S explicitly depends on the behavior of playerP .
We also assumed that in the considered control pro-

cess for every instantt ∈ 0,T playerP knows all rela-
tions and constraints (1)–(8), and playerS knows rela-
tions and constraints (2), (4), (5), and (8).
In the considered process we assume that playerE

can have full information about all parameters of the
discrete-time dynamical system (1)–(8), and about re-
alizations of phase vectors for objectsI, I1, andII on
the interval0,T.

4 Definitions and auxiliary properties for param-
eters of the dynamical system

For a strict mathematical formulation of a multistep
problem of two-level hierarchical minimax program
control over the terminal approach process with incom-
plete information for the discrete-time dynamical sys-
tem (1)–(8) we introduce some definitions.
For a fixed numberk ∈ N and an integer-valued time

interval τ, ϑ ⊆ 0,T (τ ≤ ϑ), we denote bySk(τ, ϑ)
the metric space of functionsϕ : τ, ϑ −→ Rk of an
integer argumentt where the metricρk is defined as

ρk(ϕ1(·), ϕ2(·)) = max
t∈τ,ϑ

‖ ϕ1(t)− ϕ2(t) ‖k

((ϕ1(·), ϕ2(·)) ∈ Sk(τ, ϑ)× Sk(τ, ϑ));

by comp(Sk(τ, ϑ)) we denote the set of all nonempty
and compact (in the sense of this metric) subsets of the
spaceSk(τ, ϑ). Here for x ∈ Rk in what follows ‖
x ‖k denotes the Euclidean norm of vectorx in the
spaceRk.
Based on constraint (4) we define the setU(τ, ϑ) ∈

comp(Sp(τ, ϑ− 1)) of all admissible program controls
u(·) = {u(t)}t∈τ,ϑ−1 of player P on the interval

τ, ϑ ⊆ 0,T (τ < ϑ) with relation

U(τ, ϑ) = {u(·) : u(·) ∈ Sp(τ, ϑ− 1),

∀ t ∈ τ, ϑ− 1, u(t) ∈ U1}.

Similarly, according to constraints (4)–(7) we define
the following sets:U(1)(τ, ϑ) is the set of all admissi-
ble program controls of playerS; V(τ, ϑ) is the set of
all admissible program controls of playerE; Ξ(τ, ϑ) is
the set of all admissible program errors in the measure-
ments of the informational signal modeled by relations

(6), and (7); all sets together correspond to the interval
τ, ϑ.
Based on constraints (4), and (8), for a fixed admis-

sible program controlu(·) ∈ U(τ, ϑ) of playerP we
define the setΨτ,ϑ(u(·)) ∈ comp(Sp1(τ, ϑ− 1)) of all

admissible program controlsu(1)(·) ∈ U(1)(τ, ϑ) of
playerS on the intervalτ, ϑ corresponding to an ad-
missible program controlu(·) of playerP , by relation

Ψτ,ϑ(u(·)) = {u(1)(·) : u(1)(·) ∈ U(1)(τ, ϑ),

∀ t ∈ τ, ϑ− 1, u(1)(t) ∈ Ψ1(u(t))}.

Now, by virtue of (1)–(7), we denote bŷΩ(τ, ϑ) ⊂
Sm(τ + 1, ϑ) the set of all admissible program realiza-
tions of the informational signalω(·) = {ω(t)}t∈τ+1,ϑ

on the intervalτ, ϑ.
Then for any instantτ ∈ 0,T (τ < T) let Ŵ(τ) =
{τ} × Rr × Rr1 × comp(Rs) (Ŵ(0) = Ŵ0 =
{w(0) = w0 : w0 = {0, y0, y

(1)
0 , Z0} ∈ {0} ×

Rr × Rr1 × comp(Rs)}) is the set of all admissi-
ble τ -positionsw(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈
0,T × Rr × Rr1 × comp(Rs) of player P in the
discrete-time dynamical system (1)–(8) (whereZ(τ)
is the set of all admissible phase vectorsz(τ) ∈ Rs of
objectII at instantτ ; w(0) = w0 = {0, y0, y

(1)
0 , Z0};

w∗(0) = w∗
0 = {0, y0, y

(1)
0 , Z∗

0}), where, by virtue (6),
(7), the nonempty setZ∗

0 is defined by relation

Z∗
0 = {z0 : z0 ∈ Z0, ∃ ξ0 ∈ Ξ1,

ω0 = G(y0)z0 + S(0)ξ0}.

And let Ŵ(1)(τ) = {τ} ×Rr1 (Ŵ(1)(0) = Ŵ(1)
0 =

{w(1)(0) = w
(1)
0 : w

(1)
0 = {0, y

(1)
0 } ∈ {0} × Rr1})

is the set of all admissibleτ -positions w(1)(τ) =
{τ, y(1)(τ)} ∈ 0,T × Rr1 (w(1)(0) = w

(1)
0 =

{0, y
(1)
0 }) of playerS in the discrete-time dynamical

system (1)–(8).
Let for fixed time intervalτ, ϑ ⊆ 0,T (τ < ϑ),

admissible according (1)–(7) realizations of theτ -
position w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ)
of playerP , controlsu(·) ∈ U(τ, ϑ), andu(1)(·) ∈
Ψτ,ϑ(u(·)) of players P , and S respectively, and

informational signalω(·) ∈ Ω̂(τ, ϑ) for player P
(available for him on this interval), we denote by
R(τ, ϑ, w(τ), u(·), u(1)(·), ω(·)) the set of all collec-
tions (z̃(τ), ṽ(·)) ∈ Z(τ) × V(τ, ϑ) that are con-
sistent (see [Krasovskii, 1968], [Kurzhanskii, 1977],
[Shorikov, 1997]) with this information on the interval
τ, ϑ, which is defined by relation

R(τ, ϑ, w(τ), u(·), u(1)(·), ω(·)) = {(z̃(τ), ṽ(·)) :



(z̃(τ), ṽ(·)) ∈ Z(τ)×V(τ, ϑ), ∀ t ∈ τ + 1, ϑ,

∃ ξ∗(t) ∈ Ξ1, ω(t) = G(y(t))z̃(t) + S(t)ξ∗(t)

(y(t) = yt(τ, ϑ, y(τ), u(·), u(1)(·)),

z̃(t) = zt(τ, ϑ, z̃(τ), ṽ(·)))}, (9)

where by y(t) = yt(τ, ϑ, y(τ), u(·), u(1)(·)), and
z̃(t) = zt(τ, ϑ, z̃(τ), ṽ(·)) we have denoted the so-
lutions of systems (1), and (3) respectively, at time
moment t ∈ τ + 1, ϑ, generated by collections
(y(τ), u(·), u(1)(·)), and(z̃(τ), ṽ(·)) respectively.
We call the set

Z(e)
ϑ (τ, ϑ, w(τ), u(·), u(1)(·), ω(·)) =

{z(e)(ϑ) : z(e)(ϑ) ∈ Rs,

z(e)(ϑ) = zϑ(τ, ϑ, z(τ), v(·)), (z(τ), v(·)) ∈

∈ R(τ, ϑ, w(τ), u(·), u(1)(·), ω(·))} (10)

the informational set of playerP for the posterior
minimax filtering process by relatively of playerE
and of objectII (see [Krasovskii, 1968], [Kurzhan-
skii, 1977], [Shorikov, 1997]) in the discrete-time
dynamical system (1)–(7) on the intervalτ, ϑ cor-
responding to the instantϑ and admissible collec-
tion (w(τ), u(·), u(1)(·), ω(·)) ∈ Ŵ(τ) × U(τ, ϑ) ×
Ψτ,ϑ(u(·)) × Ω̂(τ, ϑ). We must note that by definition
this set is the set of all admissible realizations of the
phase vector of objectII at instantϑ that are consis-
tent with all information about the system in question
that playerP possesses on the intervalτ, ϑ about a be-
havior of playerE, and motion of objectII.
For any fixed intervalτ, ϑ ⊆ 0,T (τ < ϑ), τ -

positionw(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ) of
playerP , and program controlsu(·) ∈ U(τ, ϑ), and
u(1)(·) ∈ Ψτ,ϑ(u(·)) of playersP andS respectively,
we introduce the following sets:

Ω(τ, ϑ, w(τ), u(·), u(1)(·)) = {ω(·) : ω(·) ∈ Ω̂(τ, ϑ),

∀ t ∈ τ + 1, ϑ, ω(t) = G(y(t))z(t) + S(t)ξ(t),

y(t) = yt(τ, ϑ, y(τ), u(·), u(1)(·)),

z(t) = zt(τ, ϑ, z(τ), v(·)), ξ(t) ∈ Ξ1,

(z(τ), v(·)) ∈ Z(τ)×V(τ, ϑ)}; (11)

W(τ, w(τ), ϑ, u(·), u(1)(·)) = {w(ϑ) :

w(ϑ) ∈ Ŵ(ϑ), w(ϑ) = {ϑ, y(ϑ), y(1)(ϑ), Z(ϑ)},

y(ϑ) = yϑ(τ, ϑ, y(τ), u(·), u(1)(·)),

y(1)(ϑ) = yϑ(τ, ϑ, y(1)(τ), u(·), u(1)(·)),

Z(ϑ) = Z(e)
ϑ (τ, ϑ, w(τ), u(·), u(1)(·), ω(·)),

ω(·) ∈ Ω(τ, ϑ, w(τ), u(·), u(1)(·))}, (12)

and call them, respectively, the set of all admissible in-
formational signals on the intervalτ, ϑ, and the set of
all admissibleϑ-positions of playerP corresponding
to τ -positionw(τ) of playerP , and controlsu(·) and
u(1)(·) of playersP andS respectively.
It is known (see [Shorikov, 1997]) that the informa-

tional setZ(e)
ϑ (τ, ϑ, w(τ), u(·), u(1)(·), ω(·)) is the ba-

sic element in solving the a posteriori minimax filtering
problem for the discrete-time dynamical system (1)–
(8), and it is a convex, closed, and bounded, and may
be approximate by a convex polyhedron in the space
Rs, and construct by way to realization of a finite se-
quence of one-step operations only (here and below,
by a convex polyhedron we mean the convex hull of
a finite set of vectors in the corresponding Euclidean
vector space). Note that this informational set will
be needed to formalization and solve the main multi-
step problem of two-level hierarchical minimax pro-
gram control over the terminal approach process with
incomplete information that we consider in this paper.



5 Quality criterions for control over the approach
process

For estimating a quality of the considered dynamical
approach process on control levelI, we introduce the
terminal functional

α : Ŵ(τ)×U(τ,T)×U(1)(τ,T)× Ω̂(τ,T) =

= Γ(τ,T, α) −→ E =]−∞,+∞[, (13)

which, for a collection of realizations
(w(τ), u(·), u(1)(·), ω(·)) ∈ Γ(τ,T, α) admissible
on the intervalτ,T has the following form:

α(w(τ), u(·), u(1)(·), ω(·)) =

= µ1 · β(w(1)(τ), u(·), u(1)(·))+

+µ · γ(w(τ), u(·), u(1)(·), ω(·)). (14)

Here the functional

β : Ŵ(1)(τ)×U(τ,T)×U(1)(τ,T) =

= Γ(τ,T, β) −→ E (15)

and its values for realizations of collections
(w(1)(τ), u(·), u(1)(·)) ∈ Γ(τ,T, β) admissible
on the interval τ,T are defined by the following
concrete relation:

β(w(1)(τ), u(·), u(1)(·)) =

=‖ {y(1)(T)}k1 − {y(1)
∗ }k1 ‖k1 , (16)

where {y(1)(T)}k1 = {y(1)
T (τ,T, y(1)(τ), u(·),

u(1)(·))}k1 is thek1-projection(k1 ≤ r1) of the so-
lution of system (2) on the intervalτ,T at final (ter-
minal) instantT that corresponds to the collection
(y(1)(τ), u(·), u(1)(·)).
Note that functionalβ defines a measure of how much

an admissible realization of thek1-projection(k1 ≤
r1) of the final state (at the final instantT) of the phase
vector y(1)(T) ∈ Rr1 of object I1 can deviate from
the corresponding projection of a given fixed vector
y
(1)
∗ ∈ Rr1 , and lets playersP and S estimate the

quality of program terminal control for the approach
process on the control levelsI, andII of this two-level
hierarchical control system for discrete-time dynamical
system (1)–(8) on the considered intervalτ,T.
In formula (14) functional

γ : Ŵ(τ)×U(τ,T)×U(1)(τ,T)× Ω̂(τ,T) =

= Γ(τ,T, γ) −→ E, (17)

defines a measure of how much an admissible realiza-
tion of thek1-projection(k1 ≤ r; k1 ≤ s) of the final
state phase vectory(T) ∈ Rr of objectI can deviate
from the corresponding projection of an admissible re-
alization of the final state phase vectorz(T) ∈ Rs of
objectII, and lets playerP estimate the quality of pro-
gram terminal control for the approach process on con-
trol levelI of this two-level hierarchical control system
on the considered intervalτ,T. Values of this func-
tional are defined by the following formula:

γ(w(τ), u(·), u(1)(·), ω(·)) =

= max
{z(T)}k∈{Z(e)(T)}k

‖ {y(T)}k − {z(T)}k ‖k, (18)

where the set Z(e)(T) = Z(e)
T (τ,T, w(τ), u(·),

u(1)(·), ω(·)) 6= ∅, and{Z(e)(T)}k is itsk-projection.
In formula (14),µ(1) ∈ R1 andµ ∈ R1 are any fixed

numerical parameters that satisfy the following condi-
tion: µ + µ1 = 1.
Also note that on control levelI of this two-level hier-

archical control system we not exclude situation when
the parameterω(·) ∈ Ω(τ,T) may be realized on the
interval τ,T by worst form for the playerP , namely,
when it determine a maximal admissible value of the
functionalγ.
The quality of program terminal control for playerS

in the approach process for the final phase state of ob-
jectI1 with a given fixed vectory(1)

∗ on control levelII
is estimated by the functionalβ that we have already
introduced by the relations (15), and (16).
We should note that if we introduce a vector-

functionalδ = (β, γ) such that

δ : Γ(τ,T, β)× Γ(τ,T, γ) −→ E×E, (19)

whose every parameter’s values are defined for admis-
sible realizations of their arguments on intervalτ,T ac-
cording to formulas (17), and (18), we can conclude
that functionalα defined by relations (13)–(18) is a
convolution of the vector-functionalδ obtained with the



method of scalarization (see, e.g., [Bazaraa and Shetty,
1979]) of vector functionals.

Thus, functionalα lets us estimate in general, from
player P’s point of view, the operation in the approach
process on the intervalτ,T in two-level hierarchical
control system for discrete-time dynamical system (1)–
(8) considered as a collection of objectsI, I1, andII,
playersP , S, andE that define control levelI. Func-
tional α is a convolution of the vector terminal func-
tional δ; for its scalarization, we use numerical param-
etersµ, andµ1 that estimate how important each of
the functionalsβ, andγ for playerP . Note that these
parameters can be determined, e.g., with an expert esti-
mate based on experimental data about the considered
dynamical system (1)–(8).

6 Optimization problems for control over the ap-
proach process

Based on the considerations above, the objective of
the playerS, who defines control levelII together with
the objectI1 in the considered two level hierarchical
control system for discrete-time dynamical system (1)–
(8) for program terminal control of an approach pro-
cess on any fixed intervalτ,T ⊆ 0,T (τ < T), can
be formulated as follows. We will assume that player
S, using his informational and control possibilities on
control levelII, is interested in such result of the pro-
gram terminal control in the approach process defined
by dynamical system (1)–(8) on a given intervalτ,T
for which functionalβ defined by relations (15), and
(16) for all admissible realizations of hisτ -position
w(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ) (w(1)(0) =
w

(1)
0 ∈ Ŵ(1)

0 ), and program controlu(·) ∈ U(τ,T) of
playerP on this interval takes the least possible value
with a possible choice of his admissible program con-
trol u(1)(·) ∈ Ψτ,T(u(·)).
To carry out this idea, below we formulate for player

S, i.e., for control levelII of the two-level hierarchi-
cal control system for discrete-time dynamical system
defined by (1)–(8), the following optimization problem
for the program terminal control over the approach pro-
cess of objectI1 with a given fixed vectory(1)

∗ .

Problem 1. For a given intervalτ,T ⊆ 0,T (τ <
T), a realization of theτ -position w(1)(τ) =
{τ, y(1)(τ)} ∈ Ŵ(1)(τ) (w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 )
of playerS which is admissible on control levelII of
the two-level hierarchical control system for discrete-
time dynamical system defined by (1)–(8), and any
admissible realization of the program controlu(·) ∈
U(τ,T) of player P on control levelI, find the set
U(1,e)(τ,T, w(1)(τ), u(·)) ⊆ Ψτ,T(u(·)) of optimal

program controlsu(1,e)(·) ∈ Ψτ,T(u(·)) of playerS
corresponding to controlu(·) of playerP which is de-
fined by relation

U(1,e)(τ,T, w(1)(τ), u(·)) = {u(1,e)(·) :

u(1,e)(·) ∈ Ψτ,T(u(·)), c
(e)
β (τ,T, w(1)(τ), u(·)) =

= β(w(1)(τ), u(·), u(1,e)(·)) =

= min
u(1)(·)∈Ψτ,T(u(·))

β(w(1)(τ), u(·), u(1)(·))}, (20)

where functionalβ is defined by the relations (15), and
(16).
We call the set U(1,e)(τ,T, w(1)(τ), u(·)) =
{u(1,e)(·)} ⊆ Ψτ,T(u(·)) (w(1)(τ) = {τ, y(1)(τ)} ∈
Ŵ(1)(τ), w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 ) which is formed
by the solution of Problem 1, the set of optimal
program controls of playerS on control levelII of the
two-level hierarchical control system for discrete-time
dynamical system defined by (1)–(8), and the cor-
responding numerical valuec(e)

β (τ,T, w(1)(τ), u(·))
we call the optimal value of the program control
result in the approach process for playerS on control
level II in this control system. Note that both this
elements correspond to fixed and admissible interval
τ,T ⊆ 0,T (τ < T), τ -positionw(1)(τ) ∈ Ŵ(1)(τ)
(w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 ) of playerS on control level
II, and controlu(·) ∈ U(τ,T) of playerP on control
level I.
We also note that the solution of Problem 1

on the interval τ,T defines the principle of con-
structing optimal program controlsu(1,e)(·) ∈
U(1,e)(τ,T, w(1)(τ), u(·)) ⊆ Ψτ,T(u(·)) for playerS
on control levelII that correspond to a realization of
his τ -position w(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ)
(w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 ) and are subordinate to
the choice of the admissible program controlu(·) ∈
U(τ,T) of playerP on control levelI.
According to the definitions and assumptions made

above about all parameters and informational con-
nections in the two-level hierarchical control system
for discrete-time dynamical systems defined by (1)–
(8), the objective of playerP on control levelI of
this control system in the realization of the consid-
ered program terminal control over the approach pro-
cess of objectI with object II, and objectI1 with
a given fixed vectory(1)

∗ on a given intervalτ,T ⊆
0,T (τ < T), i.e., control of objectsI, andI1, can
be summarized as follows. We assume that player
P , using his informational and controls possibilities,
is interested in such result of program terminal con-
trol in the approach process defined by the dynam-
ical system (1)–(8) on intervalτ,T for which the
functional α defined by relations (13)–(18) for ev-
ery admissible realizations of hisτ -position w(τ) =
{τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ) takes minimal ad-
missible value due to the possible choice of his admis-
sible program controlu(·) ∈ U(τ,T), and optimal pro-
gram controlu(1,e)(·) ∈ U(1,e)(τ,T, w(1)(τ), u(·)) of



playerS which is subordinate toP (whereτ -position
w(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ) (w(1)(0) =
{0, y

(1)
0 } = w

(1)
0 ∈ Ŵ(1)

0 ) of player S that defines
the state of objectI1 on control levelII at instantτ , is
constructed from theτ -positionw(τ)).
Note that in the analysis of system (1)–(8), we cannot

rule out the situation when parametersv(·) ∈ V(τ,T),
andξ(·) ∈ Ξ(τ,T) can be realized in the worst possible
way for playerP , i.e., they define the maximal possible
value of functionalα for any fixed and admissible real-
izations of elementsw(τ), u(·), andu(1)(·). Also note
that the influence of parametersv(·), andξ(·) on the
considered approach process is reflected in the values
of admissible realizations of the informational signal
ω(·) ∈ Ω(τ,T, w(τ), u(·), u(1)(·)).
To achieve this objective for playerP , we formulate

the minimax program terminal control problem with in-
complete information for the approach process for ob-
jectsI, I1, andII on control levelI of the two-level
hierarchical control system for discrete-time dynami-
cal system defined by (1)–(8).
Problem 2. For a given interval τ,T ⊆

0,T (τ < T), and a realization of theτ -position
w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ) (w(0) =
{0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0) of playerP which is

admissible on control levelI of the two-level hierar-
chical control system for discrete-time dynamical sys-
tem defined by (1)–(8), find the setU(e)(τ,T, w(τ)) ⊆
U(τ,T) of minimax program controls of playerP de-
fined as follows:

U(e)(τ,T, w(τ)) = {u(e)(·) : u(e)(·) ∈ U(τ,T),

c(e)
α (τ,T, w(τ)) = min

u(1,e)(·)∈U(1,e)(τ,T,w(1)(τ),u(e)(·))
{

max
ω(·)∈Ω1(u(e)(·))

α(w(τ), u(e)(·), u(1,e)(·), ω(·))} =

= min
u(·)∈U(τ,T)

min
u(1,e)(·)∈U(1,e)(τ,T,w(1)(τ),u(·))

{

max
ω(·)∈Ω1(u(·))

α(w(τ), u(·), u(1,e)(·), ω(·))}}. (21)

Here the functionalα is defined by relations (13)–
(18); τ -positionw(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ)
(w(0) = {0, y

(1)
0 } = w0 ∈ Ŵ(1)

0 ) of player S
is constructed from theτ -position w(τ) of player
P and defines, at instantτ , the realization of the
phase vector of objectI1 on control levelII of the
two-level hierarchical control system, while the set

U(1,e)(τ,T, w(1)(τ), u(·)) = {u(1,e)(·)} ⊆ Ψτ,T(u(·))
of optimal program controls of playerS on control
level II of the considered control system for any ad-
missible realizations ofτ -positionw(1)(τ) ∈ Ŵ(1)(τ)
of player S and program controlu(·) ∈ U(τ,T) of
playerP can be found from the solution of Problem 1;
the setsΩ1(u(·)) = Ω(τ,T, w(τ), u(·), u(1,e)(·)), and
Ω1(u(e)(·)) = Ω(τ,T, w(τ), u(e)(·), u(1,e)(·)).
We call the setU(e)(τ,T, w(τ)) ⊆ U(τ,T), which

is constructed from the solution of Problem 2, the set
of minimax program controls of playerP for the ap-
proach process on control levelI of this two-level hi-
erarchical control system for the discrete-time dynami-
cal system defined by (1)–(8), while the corresponding
numberc(e)

α (τ,T, w(τ)) we call the optimal guaran-
teed value of the result of a minimax program control of
playerP for the approach process on control levelI of
this control system. Here the setU(e)(τ,T, w(τ)) and
numberc(e)

α (τ,T, w(τ)) correspond to fixed and ad-
missible intervalτ,T ⊆ 0,T (τ < T), andτ -position
w(τ) ∈ Ŵ(τ) (w(0) = w0 ∈ Ŵ0) of playerP on
control levelI.
Note that the solution of problem 2 defines, on the in-

tervalτ,T, the principle of constructing minimax pro-
gram controlsu(e)(·) ∈ U(e)(τ,T, w(τ)) ⊆ U(τ,T)
of player P on control levelI of two-level hierar-
chical control system for the discrete-time dynamical
system (1)–(8), corresponding to realization of hisτ -
position w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ)
(w(0) = {0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0).

Based on solutions of Problems 1 and 2 formulated
above, we also consider the following problem.
Problem 3. For any fixed interval τ,T ⊆

0,T (τ < T), and a realization of theτ -position
w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ (τ) (w(0) =
{0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0) of playerP admissible

on control levelI of the two-level hierarchical control
system for the discrete-time dynamical system (1)–(8),
find the setÛ(e)(τ,T, w(τ)) of minimax program con-
trols of playerP , which is defined as follows:

Û(e)(τ,T, w(τ)) = {û(e)(·) :

û(e)(·) ∈ U(e)(τ,T, w(τ)),

min
u(1)(·)∈ Ψτ,T(û(e)(·))

β(w(1)(τ), û(e)(·), u(1)(·)) =

= min
u(e)(·)∈U(e)(τ,T,w(τ))

min
u(1)(·)∈Ψτ,T(u(e)(·))

{

β(w(1)(τ), u(e)(·), u(1)(·))}}; (22)



for realization theτ -position w(1)(τ) ∈ Ŵ(1)(τ)
(w(1)(0) = w

(1)
0 ∈ Ŵ(1)

0 ) of the playerS which
is admissible on control levelII of this two-level
hierarchical control system and constructed from the
τ -positionw(τ), and an admissible realization of the
minimax program control̂u(e)(·) ∈ Û(e)(τ,T, w(τ))
of playerP on control levelI which can be constructed
from the solution of Problem 2 and the problem defined
by (22), find the set̂U(1,e)(τ,T, w(1)(τ), û(e)(·)) ⊆
U(1,e)(τ,T, w(1)(τ), û(e)(·)) ⊆ Ψτ,T(û(e)(·))
of minimax program controls û(1,e)(·) ∈
U(1,e)(τ,T, w(1)(τ), û(e)(·)) of player S on control
level II, and number c

(e)
β (τ,T, w(1)(τ), û(e)(·))

that is the optimal result value for playerS for the
approach process on control levelII of this two-level
hierarchical control system corresponding to control
û(e)(·) of playerP , which are defined by the following
relations:

Û(1,e)(τ,T, w(1)(τ), û(e)(·)) = {û(1,e)(·) :

û(1,e)(·) ∈ U(1,e)(τ,T, w(1)(τ), û(e)(·)),

c(e)
α (τ,T, w(τ)) =

= max
ω(·)∈Ω2(û(1,e)(·))

α(w(τ), û(e)(·), û(1,e)(·), ω(·)) =

= min
u(1,e)(·)∈U(1,e)(τ,T,w(1)(τ),û(e)(·))

max
ω(·)∈Ω2(u(1,e)(·))

{

α(w(τ), û(e)(·), u(1,e)(·), ω(·))}}; (23)

c
(e)
β (τ,T, w(1)(τ), û(e)(·)) =

= β(w(1)(τ), û(e)(·), û(1,e)(·)) =

= min
u(1)(·)∈ Ψτ,T(û(e)(·))

{

β(w(1)(τ), û(e)(·), u(1)(·))}. (24)

Here the functionalα is defined by relations (13)–(18),
and the functionalβ is defined by relations (15), and
(16); τ -positionw(1)(τ) = {τ, y(1)(τ)} ∈ Ŵ(1)(τ)
(w(1)(0) = {0, y

(1)
0 } = w

(1)
0 ∈ Ŵ(1)

0 ) of playerS is
constructed from theτ -positionw(τ) of playerP and
defines, at instantτ , the realization of the phase vector
of object I1 on control levelII of this two-level hi-
erarchical control system for discrete-time dynamical
system (1)–(8); the setU(1,e)(τ,T, w(1)(τ), û(e)(·)) =
{u(1,e)(·)}} ⊆ Ψτ,T(û(e)(·)) of optimal program con-
trols of playerS on control levelII of this two-level hi-
erarchical control system for any fixed and admissible
interval τ,T ⊆ 0,T (τ < T); realization of minimax
program control̂u(e)(·) ∈ Û(e)(τ,T, w(τ)) of player
P on control levelI of this two-level hierarchical con-
trol system for discrete-time dynamical system (1)–(8)
can be found from the solution of Problem 1; the sets
Ω2(u(1,e)(·)) = Ω(τ,T, w(τ), û(e)(·), u(1,e)(·)), and
Ω2(û(1,e)(·)) = Ω(τ,T, w(τ), û(e)(·), û(1,e)(·)).

7 General solving scheme for the main approach
problem

Thus, for every admissible and fixed time inter-
val τ,T ⊆ 0,T (τ < T), and τ -position
w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ) (w(0) =
{0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0) of playerP on con-

trol levelI of this two-level hierarchical control system
for discrete-time dynamical system (1)–(8), and the
correspondingτ -position w(1)(τ) = {τ, y(1)(τ)} ∈
Ŵ(1)(τ) (w(1)(0) = {0, y

(1)
0 } = w

(1)
0 ∈ Ŵ(1)

0 ) of
playerS on control levelII of this two-level hierar-
chical control system we can consider the solutions of
Problems 1–3 formulated above that together define a
multistep problem of two-level hierarchical minimax
program control over the terminal approach process
with incomplete information for the discrete-time dy-
namical system (1)–(8).
Then the general scheme for realization of min-

imax program control over the terminal approach
process that define the two-level hierarchical con-
trol system for the discrete-time dynamical system
(1)–(8), for every fixed and admissible time interval
τ,T ⊆ 0,T (τ < T), realizations ofτ -position
w(τ) = {τ, y(τ), y(1)(τ), Z(τ)} ∈ Ŵ(τ) (w(0) =
{0, y0, y

(1)
0 , Z0} = w0 ∈ Ŵ0) of playerP on control

level I, and the correspondingτ -position w(1)(τ) =
{τ, y(1)(τ)} ∈ Ŵ(1)(τ) (w(1)(0) = {0, y

(1)
0 } =

w
(1)
0 ∈ Ŵ(1)

0 ) of playerS on control levelII, can be
represented as the following sequence of actions:
(1) for every fixed controlu(·) ∈ U(τ,T) of

player P on control level I, construct with the
solution of the corresponding Problem 1 the set
U(1,e)(τ,T, w(1)(τ), u(·)) of optimal program con-
trols of playerS on control levelII, and the num-
ber c

(e)
β (τ,T, w(1)(τ), u(·)), i.e., the optimal program

result value for this player on control levelII corre-
sponding to controlu(·) that satisfy relation (20);



(2) with the solution of Problem 2, which is
based on the solution of Problem 1, construct the
set U(e)(τ,T, w(τ)) of minimax program controls
of player P on control level I, and the number
c
(e)
α (τ,T, w(τ)), the optimal guaranteed value of the

result of a minimax program control of playerP for
the terminal approach process on control levelI that
satisfy relation (21);
(3) with the solution of Problem 2, which is based

on the solution of Problem 1, and the problem defined
by (22) construct the set̂U(e)(τ,T, w(τ)) of minimax
program controls of playerP on control levelI;
(4) for any minimax program control̂u(e)(·) ∈

Û(e)(τ,T, w(τ)) of player P on control level
I, with the solution of Problem 3, which is
based on the solutions of Problems 1 and 2,
construct the setÛ(1,e)(τ,T, w(1)(τ), û(e)(·)) ⊆
U(1,e)(τ,T, w(1)(τ), û(e)(·)) of minimax program
controls of playerS on control levelII, and the number
c
(e)
β (τ,T, w(1)(τ), û(e)(·)), the optimal program con-

trol result value of playerS for the approach process
on control levelII that correspond to control̂u(e)(·)
and satisfy relations (23), and (24).

8 Conclusion
In conclusion we note that a concrete algorithm for

realization of the minimax program terminal control
over the approach process with two-level hierarchical
control system for the discrete-time dynamical system
(1)–(8) can be constructed with algorithms for solv-
ing minimax program terminal control problems with
incomplete information from works [Shorikov, 1997],
and [Shorikov, 2005].
Results of this paper can be used for computer sim-

ulation, design and construction of multilevel control
systems for actual technical, robotics, economic, and
other dynamical processes operating under deficit of in-
formation and uncertainty.
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