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Abstract
The paper proposes the use of an adaptive coding al-

gorithm for processing and transmitting video signals.
Encoding process of video signals intend to divide the
color of each pixel into three components (red, green
and blue). The whole video frame could be represented
as networked system where each pixel is a independent
agent. In this case, agents are understood as a system
having any dynamics. Thus, the movement of a pixel is
described by a change in the intensity of its RGB com-
ponents. This approach allows us to consider the process
of intensity change as the trajectory of the dynamic sys-
tem and apply observation and coding methods to it. The
proposed approach allows to encode signals in real time
without their prior complete analysis. Depending on the
coding rate and the nature of the signal, it is possible to
save the amount of information transmitted as a result
of the algorithm. Observer is used to get estimation of
colors signals and multiagent model is used to get to ac-
curate estimation process.
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1 Introduction
Recently, with the development of wireless commu-

nications, there are more and more opportunities for
autonomous systems interacting with the environment,
with other system and users. For this information ex-
change, it is necessary to establish a communication
channel, which may have low bandwidth. Examples of
the signals that can be transmitted between systems in-
clude navigation data, state vectors, various information
received from sensors, including audio and video sig-
nals. In this regard, it becomes relevant to use such cod-
ing, which can process signals in real-time for subse-
quent transmission through a data channel with limited
bandwidth.

The adaptive coding algorithm proposed for this prob-
lem is one of the algorithms that works in real-time.
Most of the common algorithms use a completely known
signal, thereby having the ability to analyze the features
and nature of the encoding signal. This approach allows
one to encode data with minimal losses [Jayant et al.,
1993; Chen and Guillemot, 2009; Chen and Guillemot,
2010; Noll, 1997]. The similar method is described
in [Zierhofer, 2000], in the future works it is planned
to research possibility to apply this method to encoding
video signal with multiagent approach and compare with
method proposed in this paper.

The algorithm proposed in this paper is based on an
algorithm using quantization with memory [Andrievsky
et al., 2007; Fradkov et al., 2010], which, in turn,
is based on the method proposed for the static en-
coder [Goodman and Gersho, 1974]. An alternative
application of similar algorithms can be found, for ex-
ample, in problems of coding navigation data of air-
craft [Andrievsky and Fradkov, 2010; Andrievsky and
Fradkov, 2014] or different areas connected with quanti-
zation and time samplings [Andrievsky and Orlov, 2019;
Andrievsky, 2016].

The problem of transferring information from one
quadrocopter to another was solved with this procedure.
This issue is relevant with the increasing popularity of
multi-agent systems (see, for example, [Fax and Mur-
ray, 2004; Proskurnikov and Fradkov, 2016; Parsheva
and Ternovaja, 2019]). Such systems forms to a group of
agents that communicate with each other through a com-
munication channel (see [Tomashevich and Belyavsky,
2017; Andrievskiy et al., 2015; Fradkov et al., 2016]).

In classic approaches observers are used to get
estimations for different signals and its derivatives,
e.g. [Ahmed et al., 2015; Avelar et al., 2018; Furtat and
Nekhoroshikh, 2017a; Furtat and Nekhoroshikh, 2017b].
However, in the present paper observer is used for re-
covering the sampled signal on the receiver. Such ap-
proach helps to decrease amount of information trans-
ferring over any digital channel.
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Thus, due to the similar nature of video signals, it is
possible to apply adaptive coding methods to encode
frames changing in real-time. This paper focuses on the
ways and results of this application.

2 Adaptive coding procedure
The following section presents the principle of the

adaptive coding procedure for encoding and decoding
the information contained in the signal [1]. Let y[k] be
the scalar signal to be transmitted over the digital com-
munication channel at discrete points in time tk = kT ,
where T is the discrete interval, k is the step number.
With binary encoding, the relationship R = T−1 holds,
where R is the data transfer rate, expressed in bits per
second. Let us use the binary static quantizer:

q(σ,M) =M [k] sign(σ), (1)

where M [k] is the quantizer level, σ[k] =
sign (y[k]− ŷ[k]), where ŷ[k] is the signal estima-
tion, which will be formed below. The σ value is
represented by a one-bit character of the coding al-
phabet. It is essential to assume that the encoder and
decoder work synchronously, and also that the data
transmission in the communication channel is lossless.
As an algorithm for tuning the quantization level, we
use the algorithm that is different from that proposed
in [Andrievsky and Fradkov, 2010; Andrievsky and
Fradkov, 2014]:

λ[k] = (s[k] + s[k − 1] + s[k − 2])/3,

M [k + 1] = m+

{
ρM [k], if |λ[k]| ≤ 0.5,

M [k]/ρ, otherwise,
λ[0] = λ[1] = 0, M [0] =M0,

(2)

To estimate the encoded signal, an observer of the fol-
lowing form is introduced into the encoder and decoder:{

ŷ[k + 1] = ŷ[k] + T V̂ [k] + l1σ[k],

V̂ [k + 1] = V̂ [k] + l2σ[k],
(3)

where V̂ [k] is the the estimate of signals velocity at in-
stants tk; l1, l2 are observer parameters the components
of the observer gain vector L.

The parameter λ[k] characterizes the changes scatter
in the encoded signal, which makes it possible to de-
termine the desired direction of parameter M [k] chang-
ing. The quantization range increases if the encoded
signal changes rapidly, and vice versa, decreases with
small changes in this signal. This behavior allows coder
to evaluate the new encoding value and then restore it
on the decoder. The parameter m defines the minimum
level of quantization. The decoder, receiving values, ad-
justs the quantization level similarly by the algorithm (2)
by calculating the current value (1), which is calculated
as q[k] = y[k] − ŷ[k], the decoder uses the restored
value y[k] to estimate the transmitted signal using an ob-
server (3), which model emulate the dynamics of the en-
coded signal.

3 Video coding method
To encode a video signal, it is proposed to divide the

entire image into pixels, each of which is described in
three colors red, green and blue. For the representation
of each color, one octet is used, the values of which are
denoted for convenience by integers from 0 to 255 in-
clusive, where 0 is the minimum and 255 is the maxi-
mum intensity. The sequence of video frames for each
pixel determines the process of changing the intensities
of each of the color components. Apply the algorithm
described above to each color in a pixel for all image
pixels. Obviously, for a video signal without an abrupt
frame change, the process of changing the intensity of
the three colors can be slowly changing, which will al-
low it to be estimated more precise. Thus, the coding of
a pixel while one discretization step is performed with
three bits. To encode a full image without compression
and estimation, one needs to spend 24 bits per pixel. Ob-
viously, the size of the encoded signal will always be less
than the original, up to a high coding frequency more
than eight times than the sampling rate of the original
video signal.

To demonstrate the process of encoding a video signal,
we use an arbitrary video fragment converted into a set
of frames. The coding results for the color components
of one of the pixels are shown in Fig. 1. Fig. 2 shows
estimation process for the whole arbitrary image.

Figure 1. Time histories of RGB components one of the pixels and
its estimations.

4 Multiagent approach
Based on idea that the video signal is some real set

of frames (not just alternation of different pixels), pixels
time-history is close to the time-histories of adjacent pix-
els. In this case the whole system could be presented as
set of agents which are connected with only its adjacent
as it shown at the Fig. 3.
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Figure 4. Time histories of RGB components one of the pixels and
its estimations for multi-agent structure.

Figure 2. Several steps of static image estimation.

Figure 3. Influence diagram of adjacent pixels.

In this system it is considered that signal for every pixel
(except pixels on the frame border) will be generated as

ŷi,j [k + 1] =
( i+1∑

a=i−i

j+1∑
b=j−1

ya,b[k]
)
α, (4)

where α = α for a = i, b = j and α for other cases, α
– trust coefficient, describing how current signal is true.
In another words, it is a weight for the certain pixel, ŷ[k]
– corrected signal.

Procedure of choosing α could be taken as follows:

α =

{
α1, if yi,j [k + 1]− yi,j [k] > κ,

α2, else,
(5)

where κ, α1, α2 – some parameter, choosing by designer.

In the Fig. 4 time histories for multi-agent case for ev-
ery pixel are shown.

Multi-agent approach was performed with taking α1 =
0.6, α2 = 0.8 and κ = 100. Results of the both ap-
proaches were obtained for the same pixel in the same
video file. Let us use quality criteria in the following
way:

q =
1

ke

200∑
k=1

√
e2r[k] + e2g[k] + e2b [k]. (6)

where er[k] = ŷr[k] − yr[k], eg = ŷg[k] − yg[k] and
eb[k] = ŷb[k]− yb[k] respectively, ke – number of steps.
Average estimation error in the instance k could be de-

rived as e[k] =
√
e2r[k] + e2g[k] + e2b [k].

Following results were obtained based on time-
histories in the Fig. 1 and 4: q1 = 34.15 for the common
approach and q2 = 31.24 for the multi-agent approach.
Estimation errors for both approaches are shown in the
Fig. 5. One could see that the second method has the
better quality based on the quality criteria (6), describ-
ing coding error for the time interval. The difference is
almost 9%.

Moreover, it is important to compare amount of trans-
mitted information in case of non-adaptive coding. As
it was discussed earlier there is no pre-processing proce-
dure in proposed method, so comparison could be done
with pixel by pixel transmission. BMP color standard
has the same method to store pixels: TrueColor uses only
24 bit for one pixel. For an video signal with size n×m
pixels and with duration t, the overall information trans-
mitted via channel equals n×m× t× 24 bits. With the
proposed method one could reduce overall information
by three times to n×m× t× 3 as every pixel could be
codded with one bit.

Figure 5. Time histories of estimation errors e1[k] and e2[k].
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5 Conclusion
This paper describes the applying of an adaptive cod-

ing procedure for video signals in case of limited band-
width of the communication channel. The proposed
method allows real-time systems to use low coding
rate with loss of quality, subjectively imperceptible and
unimportant information. Simple approach was pre-
sented also as multi-agent based method. The effective-
ness of the proposed methods is demonstrated by the ex-
ample of encoding an arbitrary video signal. In the fu-
ture, it is possible to improve the quality of coding of
signals by choosing a different model that describes the
dynamics of the encoded signals more precise. Thus,
one of the research ways is the study of the nature of the
video signals dynamics and the corresponding modifica-
tion of the proposed algorithm.
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