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Abstract— The problem of chaos synchronization on net-
works of structurally different dynamical systems is investi-
gated. Synchronization of dynamical networks is usually defined
in terms of identical accordance on the evolution of each
individual node in the network. However, for a network con-
sisting of strictly different nodes, this type of synchronization
should be redefined. In this case, a generalized definition of
synchronization can be considered, where the evolution of each
node can be related to others in terms of a map. In this study,
the case of systems that can be expressed in canonical form by
an appropriately chosen coordinate transformation. In order
to achieve generalized synchronization on a network of strictly
different nodes, local robust controllers are designed which
force the network to synchronize in terms of their transformed
coordinates. The main results of this study are illustrated
by numerical simulations of a network of well-known chaotic
benchmark systems.

I. I NTRODUCTION

Recently, the synchronization of complex dynamical sys-
tems has received increasing attention from the scientific
community. In particular, the synchronization of chaotic
systems coupled in complex small-world and scale-free
topologies [7], [8]. The main concern of these investigations
has been oriented towards the understanding of the synchro-
nization phenomenon in real-world complex networks, such
as the Internet, bio-molecular networks and even social in-
teractions. However, most of the researchers have focus their
attention on networks consisting of identicaln-dimensional
dynamical systems with linear and diffusive couplings, where
full knowledge about both the node dynamics and coupling
structure are available [2], [5]. This is a highly unlikely
situation under real-world conditions, where the nodes may
not be identical and their connectivity can be partially or
fully unknown, or even change over time. Yet, even in
these situations, real-world systems present synchronization
phenomena; like interdependence and collaboration, which
can be thought in terms of generalized synchronization.

Synchronization on dynamical networks is usually defined
in terms of identical dynamical evolution of the state vari-
ables at every node in the network. Thus is usually called
complete or identical synchronization. For a network with
non identical nodes this type of synchronization can’t be ex-
pected. An alternative form of synchronization is considered,
in which the relation between the nodes is defined in terms
of a mapping between the state variables of the nodes in
the network. In this way, generalized synchronization can be
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achieved [3]. Different types of generalized synchronization
can be defined, depending on how the state space of one node
is mapped to the others. The simplest form of generalized
synchronization is define the relation between nodes by way
of a coordinate transformation, for example a change of
coordinates defined by a feedback linealization [4].

Synchronization is a phenomenon that can occur sponta-
neously. But, in certain circumstances it may be necessary
to add interconnections or controllers to the system in order
to achieve or improve the characteristics of the synchroniza-
tion. In this contribution, the latter case is considered. The
proposed approach consists on designing a robust controller
such that generalized synchronization is achieved. This type
of network synchronization is call controlled synchronization
[1].

The remainder of the paper is organized as follows. On
Section 2, the synchronization problem for a network of
non identical dynamical nodes is stated. In Section 3, the
main result of this contribution is presented. The numerical
simulations, presented in Section 4, are used to illustrate
the effectiveness of the proposed approach. In closing, some
comments and conclusions are presented in Section 5.

II. PROBLEM DESCRIPTION

Consider a network ofN nodes, with each one being a
dynamical system described by

ẋi = fi(xi) + ui (1)

wherexi = [xi1, xi2, ..., xin]
⊤
∈ R

n are the state variables
of the ith node; fi : R

n → R
n are known nonlinear

functions describing the dynamics of nodei; andui ∈ R
n

is a local controller to be designed. Then, the state equations
of the entire network are given by

ẋi = fi(xi) + γ

N
∑

j=1

cijΓxj + ui (2)

whereγ > 0 is a fixed uniform coupling strength, andC =
{cij} ∈ R

N×N is a zero-one constant matrix describing the
connection structure of the network, if there is a connection
between nodei and j, thencij = cji = 1, otherwisecij =
cji = 0 (i 6= j). The diagonal elements ofC satisfy the
diffusive coupling restrictions (cii = −

∑N

j=1,j 6=i cij , for ∀i).
The inner coupling matrixΓ ∈ R

n×n is a zero-one constant
matrix describing which state variables are connected from
node to node.

Let all the nodes in the network ben-dimensional dynam-
ical systems and assume there is a coordinate transformation



Ti, such that (1) can be rewritten as:

żi = Aizi +Bψi + νi (3)

wherezi = Tixi are the transformed state variables of the
i-th node; the constant matricesAi andB have the controller-
type canonical form; withψi a nonlinear function, possibly
a linearizing feedback controller; andνi the local controller
ui express in terms of the transformed coordinates. The
expression (3) is called the normal form for the affine system
(1), with the nodes so described, the state equations for the
entire network (2) become

żi = Aizi +Bψi + γ

N
∑

j=1

cijΓzj + νi (4)

for i = 1, 2, ..., N .
Note that if the network is connected such that there are no

isolated clusters, the coupling matrixC, will be irreducible
and symmetric (C = C⊤), with its eigenvalues ordered as
[8]

0 = λ1 > λ2 ≥ λ3 ≥ ... ≥ λN (5)

A dynamical network is said to be identically synchronized
if the state solutions of its nodes satisfy

lim
t→∞

‖xi − xj‖ = 0

for i, j = 1, 2, ..., N . Then, the network in (2) is synchro-
nized in a generalized sense with respect to the coordinate
transformationsφij = T −1

i Tj , if for i, j = 1, 2, ..., N the
following condition is satisfied:

lim
t→∞

‖zi − zj‖ = 0 (6)

Suppose the control objective is to synchronize the net-
work, in the generalized sense of (6), to a reference node:

żr = Arzr +Bψr (7)

By defining the synchronization error as,ei = zi − zr,
from (4) and (7), the error dynamics are found to be

ėi = Ai + γ

N
∑

j=1

cijΓej + νi (8)

for i = 1, 2, ..., N , whereAi = Aizi +Bψi −Arzr −Bψr,
which is a measure of the difference between the reference
node and the current node. Assuming that the trajectories
of both nodes are bounded, it follows that their difference is
also bounded. Then, the following inequalities can be defined

‖Ai‖ ≤ βi (9)

for i = 1, 2, ..., N whereβi are nonnegative constants.
In order to achieve the generalized synchronization of the

network (2) in terms of criterion (6), the local controllers
νi, have to be designed such thatei becomes asymptotically
stable about its zero fixed point.

III. G ENERALIZED SYNCHRONIZATION DESIGN

The main result of this contribution can be stated as
follows:

Theorem 1:The dynamical network on (2) will achieve
a generalized synchronization in terms of (6), if the local
controllersνi are constructed as

νi = −γkΓei − δsgn(ei) (10)

for i = 1, 2, ..., N , where sgn(ei) =
[sgn(ei1), sgn(ei2), ..., sgn(ein)]

⊤, with sgn(·) the
signum function, and furthermore, the smoothk > 0
and discontinuousδ > 0 controller gains are designed to
satisfy the bounds

k > λi +
1

γ
(11)

δ >

∑N

j=1
βj‖ωji‖

∑N

j=1
‖ωji‖

(12)

for any i, whereλi is the i-th eigenvalue of the matrixC,
andωi ∈ R

N its associated eigenvector.
Proof: Applying the local controllers in (10) to the error

dynamics (8), and rewriting in vector form one gets:

˙̄e = Ā + γΓē(C⊤ −K) − δsgn(ē) (13)

where ē = [e1, e2, ..., eN ] ∈ R
n×N , Ā(·) =

[A1,A2, ...,AN ] ∈ R
n×N , K = diag(k, ..., k) ∈ R

N×N ,
andsgn(ē) = [sgn(e1), ..., sgn(eN)] ∈ R

n×N .
Given that the connectivity matrix satisfies (5), there are

two matrices,Ω = (ω1, ω2, ..., ωN ) ∈ R
N×N and Λ =

diag(λ1, λ2, ..., λN ) ∈ R
N×N such that:

C = Ω⊤ΛΩ

where λi and ωi are the i-th eigenvalue and associated
eigenvector ofC, respectively. WithΩ⊤Ω = IN , the N -
dimensional identity matrix.

Using a change of variables̄η = ē Ω⊤, the error dynamics
become

˙̄η = [Ā − δsgn(η̄Ω)]Ω⊤ + γΓη̄ (Λ −K)

whereη̄ = (η1, η2, ..., ηN ), with ηi = ē ω∗
i ∈ R

n andω∗
i =

[ω1i, ω2i, ..., ωNi]
⊤ ∈ R

N×1; or equivalently,

η̇i = (Ā − δsgn(η̄Ω))ω∗
i + γΓηi (λi − k) (14)

for i = 1, 2, ..., N .
The stability of the error dynamics (13) around the zero

fixed point can be determine using the Lyapunov candidate
function:

V =
1

2

N
∑

i=1

η⊤i ηi,

The time derivative ofV along the trajectories of the error
dynamics in (14) is given by



V̇ =
∑N

i=1

(

η⊤i Āω∗
i − η⊤i δsgn(η̄Ω)ω∗

i

+η⊤i γ (λi − k) Γηi

)

≤
∑N

i=1





‖ηi‖
⊤‖Āω∗

i ‖
−δ‖ηi‖

⊤‖sgn(η̄Ω)ω∗
i ‖

+γ(λi − k)‖ηi‖
⊤Γ‖ηi‖





Considering the bounds of each term ofV̇ . From (9) one
has the bound of the first term:

‖Āω∗
i ‖ ≤ ‖

N
∑

j=1

Ajωji‖ ≤

N
∑

j=1

βj‖ωji‖

The bound for the second term is given by:

‖sgn(η̄Ω)ω∗
i ‖ ≤

∑N

j=1
‖sgn(η̄ωj)‖‖ωji‖

≤
∑N

j=1
‖ωji‖

The third term is quadratic and will be negative if the
coefficient is negative (γ(λi − k) < 0) for any i. The bound
on the third term can be expressed as

γ(λi − k)‖ηi‖
⊤Γ‖ηi‖ ≤ −‖ηi‖

⊤‖ηi‖

from this observation one get condition (11) inTheorem 1
by algebraic manipulation.

From the above results the time derivativeV is bounded
by

V̇ ≤
∑N

i=1







‖ηi‖
⊤

(

∑N

j=1
βj‖ωji‖

−δ
∑N

j=1
‖ωji‖

)

−‖ηi‖
⊤‖ηi‖







For V̇ to be negative, the discontinuous gain must satisfy

δ >

∑N

j=1
βj‖ωji‖

∑N

j=1
‖ωji‖

for any i, resulting on the condition (12) inTheorem 1.
Then, the error dynamics in (14) are globally uniformly
asymptotically stable about the zero fixed point (η̄ = 0),
which implies that

lim
t→∞

ē = lim
t→∞

{z1 − zr, ..., zN − zr} = 0

In consequence, the dynamical network (2) under the con-
troller (10), achieves generalized synchronization in thesense
of (6).

Q.E.D.

IV. N UMERICAL EXPERIMENTS

Example 1: To illustrate the main result of this contribu-
tion, consider a network constructed with two different types
of Sprott circuits [6], which are defined by:

ẋ1 = x2

ẋ2 = x3

ẋ3 = −0.6x3 − x2 +Gi(x1) + u

(15)

where the termGi(x1) can take one of the following forms:

G1(x1) = |x1| − 2 (16)

G2(x1) = −1.2x1 + 2sgn(x1) (17)

Fig. 1. Network of non-identical nodes. “circles” are Sprott circuits with
G1(x1); “squares” are Sprott circuits withG2(x1) and “crosses” are local
controllers appropriately designed

Fig. 2. Synchronization of eight Sprott circuits of two different structures
with the local controllers activated att = 5

A network is constructed by coupling together eight Sprott
circuits in a fully connected structure as shown in Figure
1; where half of the nodes are Sproot circuits withG1(x1)
(represented by circles) and the other half are Sproot circuits
with G2(x1) (represented by squares), with a local controller
in each node (represented by crosses). To synchronize this
network the local controller are designed according to the
specification of Theorem 1. In Figure 2 the dynamical
evolution of the entire network when the controllers are
activated att = 5 are presented. As can be seen the nodes
become synchronized to the reference node, a Sproot circuit
with G1(x1) in this case.

Example 2: To further illustrate the proposed generalized
synchronization the network shown in Figure 3 is constructed
coupling together Sprott circuits withG1(x1) (“circles”),
Sprott circuits withG2(x1) (“squares”) and Rössler circuits



Fig. 3. Network of non-identical nodes. “circles” are Sprott circuits with
G1(x1); “squares” are Sprott circuits withG2(x1); “triangles” are Rössler
circuits; and “crosses” are local controllers appropriately designed

(“triagles”), which are given by

ẋ1 = −x2 − x3

ẋ2 = x1 + ax2

ẋ3 = x3(x1 − b) + a+ u

(18)

For such a network to achieve generalized synchronization
a coordinate transformation is used to take the Rössler system
into its normal form. Assuming that the output of (18) is
y = x2, the following coordinate transformation takes the
Rössler system to the canonical form (3) in the transform
variablesz = φ(x) [3]:





z1
z2
z3



 =





x2

x1 + ax2

ax1 + (a2 − 1)x2 − x3



 (19)

This coodinate transformation is a diffemorphism and its
inverse is:





x1

x2

x3



 =





az1 + z2
z1

(2a2 − 1)z1 + az2 − z3



 (20)

The dynamical evolution of the globally coupled network
of three Sproot circuits withG1(x1), three withG2(x1) and
three Rössler circuits in their normal coordinates is shown in
Figure 4. The trajectories of the Rössler and Sprott circuits in
their original coordinates are shown in Figure 5. The Rössler
circuit (18) is synchronized in the generalized sense of the
composition of the coordinate transformations (19) and (20)
to the evolution of the reference Sprott circuit (15)-(16).

V. COMMENTS AND DISCUSSION

Different approaches can be consider for the synchroniza-
tion of complex dynamical networks. In this contribution,
the nodes are considered to be non identical, but with the
restriction of having a coordinate transformation that can
make them relatively similar in the transform coordinates,

Fig. 4. Synchronization of six Sproot circuits of two different structures
and three Rössler circuits in their transformed coordinates, with the local
controllers activated att = 5

Fig. 5. Trajectories of the (a) Sproot circuit and (b) Rössler circuits in
their original coordinates



that is, they have the same dimension and have a controller
type canonical form. Then, the difference between them
can be seen as a perturbation, which is eliminated by a
robust controller properly designed. With these controller the
nodes of the network can be made to identically synchro-
nize on their transform coordinates, which in their original
coordinates becomes a form of generalized synchronization.
An obvious limitation of the proposed method is the fact
the requires the same number of controllers than nodes,
in a work to be reported elsewhere this robust controlled
synchronization design is combined with a pinning control
strategy, providing a reduction on the number of nodes where
controlled action in taken. Yet another aspect of interest to
considered as future work is determining conditions for the
existence of an appropriate coordinate transformation such
that this result is applicable for a more general class of
oscillators.
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