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Abstract
In this paper, we discuss the tracking control problem

for fractional order descriptor systems. The aim of this
paper is to find the optimal tracking control-state pair
satisfying the dynamic constraint of the form a fractional
order descriptor system such that the performance index
is minimized. The method of solving is to convert such
the tracking control problem for a fractional order de-
scriptor system into the standard fractional order system.
Under some particular conditions, we find the explicit
formulas of the optimal tracking control-state pair which
minimize the performance index.

Key words
Tracking control problem, fractional order, descrip-

tor system, Caputo fractional derivative, Mittag-Leffler
function

1 Introduction
Recently, the issue on tracking control problem for

fractional order systems and their applications has arisen
in several literatures. The solved problem is to find a
tracking control u that satisfy the fractional order sys-
tem

y(δ) = Ay +Bu, y(0) = y0 (1)

such that the state y → yd if t → ∞ and the perfor-
mance index

Ju,y =
1

2

∞∫
0

(
⟨y − yd, Q(y − yd)⟩+ ⟨u,Ru⟩

)
dt,

(2)

is minimized. In the equation (1) and (2), y = y(t) ∈
Rn denotes the state, yd ∈ Rn denotes the desired
state, u = u(t) ∈ Rr denotes the tracking control,
A ∈ Rn×n, B ∈ Rn×r, ⟨· , ·⟩ denotes the inner prod-
uct, Q and R are the symmetric positive definite matri-
ces, and y(δ) denotes the fractional derivative of order
δ of variable y, with δ ∈ (m− 1,m), m ∈ N. It is
clear that when δ = 1, the problem (1) and (2) consti-
tute a standard tracking control problem that have been
discussed in some literatures such as [Gartemani et all,
2011], [Birgani et all, 2018], [Dul et all, 2020] and [Yu-
lianti et all, 2019]. Solving of the problem (1)-(2) for
δ ∈ (m− 1,m) and several of its variant have been done
by some researchers, such as [Ayas et all, 2018], [Liao
and Xie, 2019], [Trivedi et all, 2020] and others. Some
application of the fractional order system in identifica-
tion of physical system has been discussed by several
authors, see [Luongo, 2011] and [Jesus, 2008].

In this paper, we discuss the tracking control problem
for fractional order descriptor system

Ey(δ) = Ay +Bu, y(0) = y0, (3)

where rank(E) < n, that is to find the pair tracking con-
trol u∗ and the state y∗, written by (u∗,y∗), which sat-
isfy the dynamic system (3) such that the state y → yd
if t → ∞ and the performance index (2) is minimized.
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The fractional order descriptor systems have attracted
the attention of many researcher in the past years due to
the fact that, in some cases, they describe the behavior of
physical systems better than standard systems. They can
preserve the structure of physical systems and include a
non dynamic constraint and an impulsive element. Sys-
tems of this kind have many important applications, e.g.,
in electrical circuit [Gomez et all, 2013], in mechanical
system [Martinez et all, 2020]. Therefore, it is fair to say
that the fractional order descriptor systems give a more
complete class of dynamical models than conventional
descriptor systems.

In contrast to the fractional order system (1), which al-
ways has a solution, the fractional order descriptor sys-
tem (3) is possible to have no solution. It is well known
that the solution of the fractional order descriptor system
(3) exists and unique if det(sδE−A) ̸= 0 for some scalar
s ∈ C [Kaczorek and Rogowski, 2015], [Batiha et all,
2018], [Muhafzan et all, 2020] and [Nazra et all, 2020].
Therefore one may say that the fractional order descrip-
tor system (3) constitutes an extension of the fractional
order system (1).

We assume in this paper that det(sδE − A) ̸= 0 for
some scalar s ∈ C to guarantee the existence and unique-
ness of the solution of (3), and y(δ) is the fractional
derivative of Caputo type of y of order δ, with δ ∈ (0, 1),
which is an extension of the derivative in usual means
[Diethelm, 2010]. Moreover, we also assume that the
system (3) is controllable and impulse controllable as
well. To the best of the author’s knowledge, this issue
has not been solved yet to date. Therefore the results of
this work constitute a new contribution in the field of op-
timization subject to fractional order descriptor system.

The rest of the paper is organized as follows. Section
2 discusses some useful materials related to the desired
results, such as the information about the Caputo deriva-
tive, Mittag-Leffler function and fractional order differ-
ential equation systems. Section 3 presents the trans-
formation process. The main result of this article and
a numerical example illustrating the results is given in
section 4. Section 5 concludes the paper.

2 Some Useful Results
There are several mathematical tools used in this study.

Suppose that x :[0,∞) → Rn is an integrable function
and derivative order m of the function x, that is x(m),
exists for m ∈ N. The fractional derivative of Caputo
type of order δ with δ ∈ (m− 1,m), m ∈ N, is defined
by:

x(δ)(t) =
1

Γ(m− δ)

t∫
0

x(m)(τ)

(t− τ)δ−m+1
dτ (4)

where Γ(.) is the Gamma function [Batiha et all, 2018].
The physical aspect of the fractional derivative of Caputo
type has been already discussed by several researchers,

see [Aguilar et all, 2014] and [Traore and Sene, 2020].
In [Traore and Sene, 2020] is mentioned that the frac-
tional order derivatives of Caputo type have many advan-
tages in comparison with the ordinary order derivative.
One of the most simple examples in which the fractional
derivative of Caputo type has a significant impact can be
noted in stability analysis. There exist differential equa-
tions that are not stable with the first-order derivative,
but their fractional versions are stable with fractional or-
der derivatives. Therefore, the solutions coming from
fractional order differential equations appear to describe
real-life data better compared to the solutions of the cor-
responding ordinary order differential equations.

The one parameter Mittag-Leffler function with pa-
rameter η > 0 is defined as the following infinite series
[Batiha et all, 2018]:

Eη(z) =
∞∑
k=0

zk

Γ(kη + 1)
, z ∈ C. (5)

Meanwhile, the two parameters Mittag-Leffler function
with parameters η, γ > 0 are defined by [Batiha et all,
2018]:

Eη,γ(z) =
∞∑
k=0

zk

Γ(kη + γ)
, z ∈ C. (6)

The Mittag-Leffler functions (5) and (6) are convergent
series [Batiha et all, 2018]. One can replace variable z
in (6) by Az for an arbitrary square matrix A, such that

Eη,γ(Az) =

∞∑
k=0

(Az)k

Γ(kη + γ)
. (7)

It is easy to see that Eη,1(Az) = Eη(Az) and

E1(Az) =

∞∑
k=0

(Az)k

Γ(k + 1)
=

∞∑
k=0

(Az)k

k!
= exp(Az).

(8)
Using the definition of the Laplace transformation, one
can observe that

L[x(δ)(t)] = sδX(s)−
m−1∑
k=0

sδ−k−1x(k)(0), (9)

where L denotes the Laplace operator, X(s) = L[x(t)]
and δ ∈ (m− 1,m) [Milici et all, 2019].

The Laplace transformation (9) and the Mittag-Leffler
function play an important role in solving of the frac-
tional order system (1). Using the equation (9), the so-
lution of the fractional order system (1) for δ ∈ (0, 1) is
given by the following equation:

y(t) = Eδ(Atδ)y0 + tδEδ,1+δ(Atδ)⊛Bu, (10)

where ⊛ denotes the convolution on [0, t].
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It is well known that under the assumption det(sδ −
A) ̸= 0, the fractional order descriptor system (3) can
be decomposed into a slow sub-system and a fast sub-
system where the slow subsystem constitutes a standard
fractional order system [Kaczorek and Rogowski, 2015].

Similar to the conventional controllability concept,
the controllability of the fractional order system (1) is
defined as follows.

Definition 1 [Monje et all, 2010] The fractional order
system (1) is called to be controllable on [0, tf ] if for any
initial state y0 there exists a control u : [0, tf ] → Rr

which drive the initial state y0 to the final state y(tf ).

The controllability definition of the fractional order de-
scriptor system (3) is similar to Definition 1.

Definition 2 [Xu and Yang, 2016] The fractional order
system (3) is called to be impulse controllable on [0, tf ] if
for any initial state y0 there exists a control u : [0, tf ] →
Rr such that impulse part in the response of the fast sub-
system of the fractional order descriptor system (3) is
identically zero.

The following theorem is useful to check the control-
lability of the fractional order system (1).

Theorem 1 [Monje et all, 2010] The fractional order
system (1) is controllable if and only if the controllability
matrix [B | AB | A2B | · · · | An−1B] has a full rank.

3 Transformation Process
Reconsider the tracking control problem for fractional

order descriptor systems (2) and (3) under the assump-
tion det(sδE − A) ̸= 0 and δ ∈ (0, 1). A pair (u,y)
is called admissible for the tracking control problem (2)
and (3) if it satisfies the fractional order descriptor sys-
tem (3) and Ju,y < ∞ for an initial state y0 ∈ Rn.
A pair (u∗,y∗) is called an optimal pair for the track-
ing control problem (2) and (3) if it is an admissible and
Ju∗,y∗ = min Ju,y. Let us define the admissible pairs
set for the tracking control problem (2) and (3) by

X ≜ {(u,y)|u and y are the continuous vector
functions that satisfy (3) and Ju,y < ∞}.

It is clear that X ≠ ∅. We will find the explicit for-
mulation of the optimal pairs (u∗,y∗) ∈ X such that
Ju∗,y∗ = min Ju,y.

First of all, let us transform the tracking control prob-
lem (2) and (3) into the tracking control problem for the
fractional order systems (2) and (1). For this purpose, we
adopt Definition 1 in [Fang et all, 2014] and the Singu-
lar Value Decomposition(SVD) Theorem in [Klema and
Laub, 1980] to find a restricted system equivalent (r.s.e.)
to the system (3).

Definition 3 A fractional order descriptor system

Ĕy̆(δ) = Ăy̆ + B̆u, y̆(0) = y̆0

is said to be a restricted system equivalent (r.s.e.) to
the system (3) if there exists two nonsingular matri-
ces M,N ∈ Rn×n such that MEN = Ĕ, MAN =
Ă,MB = B̆ and y = N y̆.

Obviously, the restricted system equivalence is an
equivalent relationship and it is consistent with Defini-
tion 1 in [Fang et all, 2014] for the standard descriptor
systems.

Let rank(E) = p < n. Based on the Singular
Value Decomposition(SVD) Theorem [Klema and Laub,
1980], there exists nonsingular matrices M,N ∈ Rn×n

such that

MEN =

[
Ip O
O O

]
(11)

where Ip is an identity matrix of size p×p and O is a zero
matrix of suitable size. Using these M and N matrices,
we have

MAN =

[
A11 A12

A21 A22

]
, MB =

[
B1

B2

]
,

and

N−1y =

[
y1

y2

]
≜ y̆, (12)

with A11 ∈ Rp×p, B1∈ Rp×r, y1 ∈ Rp and y10 =[
Ip O

]
My0. Thus we have the following fractional or-

der descriptor system[
Ip O
O O

] [
y
(δ)
1

y
(δ)
2

]
=

[
A11 A12

A21 A22

] [
y1

y2

]
+

[
B1

B2

]
u, (13)

with y1(0) = y10, which is r.s.e. to the fractional order
descriptor system (3). The equation (13) can be written
as

y
(δ)
1 = A11y1 +A12y2 +B1u (14)
0 = A21y1 +A22y2 +B2u. (15)

Using the transformation (12), the performance index (2)
can be replaced by

Ju,y̆ =
1

2

∞∫
0

(
〈
y̆ − y̆d, Q̄(y̆ − y̆d)

〉
+ ⟨u, Ru⟩)dt,

(16)

where Q̄ = N⊤QN ≜

[
Q11 Q12

Q21 Q11

]
with Q11 ∈

Rp×p, Q12 ∈ Rp×(n−p) and Q22 ∈ R(n−p)×(n−p) and

y̆d = N−1yd ≜

[
y1d
y2d

]
. Under the assumption that the
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system (3) is impulse controllable, one can observe that
the transformations (11) and (12) imply that the frac-
tional order descriptor system (13) is impulse control-
lable as well, see [Nazra et all, 2020], and this implies
rank

[
A22 B2

]
= n−p. Therefore, the solution of equa-

tion (15) is [
y2

u

]
=

[
−Â†A21 Υ

] [y1

v

]
, (17)

for some full rank matrix Υ ∈ R(n−p+r)×r

with Υ ∈ ker
[
A22 B2

]
, and for some v ∈ Rr with

Â† =
[
A22 B2

]⊤ (
A22A

⊤
22 +B2B

⊤
2

)−1

is the generalized inverse of the matrix
[
A22 B2

]
. Us-

ing the expression (17), the following transformation is
created:

y1

y2

u

 =


Ip O

−Â†A21 Υ

[
y1

v

]
. (18)

From (18), we also have

y1 − y1d

y2 − y2d
u

 =


Ip O

−Â†A21 Υ

[
y1 − y1d

v

]
. (19)

By substituting (19) into (16), the performance index
(16) can be written as

Jv,y1
=

1

2

∞∫
0

( 〈
y1 − y1d, Q̄11(y1 − y1d)

〉
+

2
〈
y1 − y1d, Q̄12v

〉
+
〈
v⊤, Q̄22v

〉 )
dt, (20)

where

Q̄11 = Q11 − 2
[
Q12 O

]
Â†A21+

(Â†A21)
⊤
[
Q22 O
O R

]
Â†A21,

Q̄12 =
[
Q12 O

]
Υ− (Â†A21)

⊤
[
Q22 O
O R

]
Υ,

Q̄22 = Υ⊤
[
Q22 O
O R

]
Υ.

Moreover, by substituting (17) into (14) we have the
fractional order system as follows:

y
(δ)
1 = Āy1 + B̄v, y1(0) = y10 (21)

with 0 < δ < 1, where Ā = A11 −
[
A12 B1

]
Â†A21

and B̄ =
[
A12 B1

]
Υ.

One can see now that the performance index (20) and
the fractional order system (21) constitute a tracking

control problem for the fractional order standard system
with the state y1 and control v. Likewise, the solving
of the tracking control problem for fractional order de-
scriptor system (3) with the performance index (2) is
reduced to the solving of the tracking control problem
for fractional order standard system (21) with the perfor-
mance index (20). Therefore, to find the solving of the
tracking control problem for the fractional order descrip-
tor system (3) with the performance index (2), one can
solve the tracking control problem for fractional order
standard system (21) with the performance index (20).
The problem to solve here is to find the pair (v∗,y∗

1),
which satisfy the fractional system (21) such that the
state y1 → y1d if t → ∞ and the performance index
(20) is minimized.

4 Main Result
In order to find the pair (v∗,y∗

1), we use the theory
of the standard fractional linear quadratic control prob-
lem as introduced in [Li and Chen, 2008] and [Matychyn
and Onyshchenko, 2018] by making some modifications.
First of all, based on the performance index (20) and the
fractional order system (21), let us consider the follow-
ing augmented performance index:

J a
v,y1

=

∫ ∞

0

(1
2

[
(y1 − y1d)

⊺Q̄11(y1 − y1d)

+ 2(y1 − y1d)
⊺Q̄12v + v⊺Q̄22v

]
+ q⊺(Āy1 + B̄v − y

(δ)
1 )

)
dt (22)

where q = q(t) ∈ Rp is a costate variable. By defining
the Hamiltonian:

H =
1

2

[
(y1 − y1d)

⊺Q̄11(y1 − y1d)

+ 2(y1 − y1d)
⊺Q̄12v + v⊺Q̄22v

]
+ q⊺(Āy1 + B̄v), (23)

the augmented performance index (22) can be written as:

J a
v,y1

=

∫ ∞

0

f(y,v,q,y(δ),v(δ),q(δ), t)dt, (24)

where

f(y,v,q,y(δ),v(δ),q(δ), t) = H− q⊺y(δ). (25)

By using the procedure in [Li and Chen, 2008] and
[Matychyn and Onyshchenko, 2018] we find the follow-
ing Euler-Lagrange equation:

∂f

∂v
−
[ ∂f

∂v(δ)

](δ)
= 0, (26)

∂f

∂q
−
[ ∂f

∂q(δ)

](δ)
= 0, (27)

∂f

∂y
−
[ ∂f

∂y(δ)

](δ)
= 0. (28)
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After some calculations, the equations (26), (27) and
(28) result:

v = −Q−1
22 (B̄

⊺q+ Q̄⊤
12(y1 − y1d)), (29)

q(δ) = −Q11(y − yd)−Q12v − Ā⊤q, (30)

y
(δ)
1 = Āy1 + B̄v. (31)

By substituting equation (29) into (30) and (31) we have
the following boundary problem:

y
(δ)
1 = (Ā− B̄Q̄−1

22 Q̄
⊤
12)y1 − B̄Q̄−1

22 B̄
⊤q

− B̄Q̄−1
22 Q̄

⊤
12y1d,

q(δ) = (−Q̄11 + Q̄12R
−1Q̄⊤

12)y1 (32)
+(−Ā⊤ + Q̄12Q̄

−1
22 B̄

⊤)q

−Q̄12Q̄
−1
22 Q̄

⊤
12y1d

with boundary conditions y1(0) = y10 and

lim
t→∞

q(t) = 0. (33)

In order to make y1(t) → y1d and to satisfy (33), a state
fedback is proposed such that the state y1 and costate
q are related by a constant symmetric positive definite
matrix S ∈ Rp×p as follows:

q = Sy1 +w, (34)

for a constant vectors w ∈ Rp. Substituting the Caputo
fractional derivative of (34), i.e.

q(δ) = Sy
(δ)
1 , (35)

into the equation (30), we have

Sy
(δ)
1 = (−Q̄11 + Q̄12Q̄

−1
22 Q̄

⊤
12)y1

+ (−Ā⊤ + Q̄12Q̄
−1
22 B̄

⊤)(Sy1 +w)×
Q̄12Q̄

−1
22 Q̄

⊤
12y1d. (36)

By substituting (32) into (36) we get[
S(Ā− B̄Q̄−1

22 Q̄
⊤
12)− SB̄Q̄−1

22 B̄
⊤S

+ (Q̄11 − Q̄12Q̄
−1
22 Q̄

⊤
12) + (Ā⊤ − Q̄12Q̄

−1
22 B̄

⊤)S
]
y1

=
[
SB̄Q̄−1

22 B̄
⊤ + (−Ā⊤ + Q̄12Q̄

−1
22 B̄

⊤)
]
w

+
[
SB̄Q̄−1

22 Q̄
⊤
12 − Q̄12Q̄

−1
22 Q̄

⊤
12

]
y1d. (37)

In order to the relation (37) holds for each y1 on t, it
must hold

O = S(Ā− B̄Q̄−1
22 Q̄

⊤
12)− SB̄Q̄−1

22 B̄
⊤S

+ (Q̄11 − Q̄12Q̄
−1
22 Q̄

⊤
12) + (Ā⊤ − Q̄12Q̄

−1
22 B̄

⊤)S
(38)

and

O =
(
SB̄Q̄−1

22 B̄
⊤ + (−Ā⊤ + Q̄12Q̄

−1
22 B̄

⊤)
)
w

+
(
SB̄Q̄−1

22 Q̄
⊤
12 − Q̄12Q̄

−1
22 Q̄

⊤
12

)
y1d. (39)

Using (29) and (31) one can see that the tracking control

v∗= −Q̄−1
22 (B̄

⊺S+ Q̄⊤
12)y1 − Q̄−1

22 B̄
⊺w+ Q̄−1

22 Q̄
⊤
12y1d

(40)
minimize J a

v,y1
if the matrix S is the solution of the

equation (38), and y1 is the solution of the following
fractional order differential equation:

y
(δ)
1 =

(
Ā− B̄Q̄−1

22 (B̄
⊺S + Q̄⊤

12)
)
y1

− B̄Q̄−1
22 B̄

⊺w + B̄Q̄−1
22 Q̄

⊤
12y1d, (41)

with the initial condition y1(0) = y10. Using the equa-
tion (10), the solution of equation (41) is given by

y∗
1(t) = Eδ(Ktδ)y10 + tδEδ,1+δ(Ktδ)⊛ U , (42)

where

K = Ā− B̄Q̄−1
22 (B̄

⊺S + Q̄⊤
12)

and

U = −B̄Q̄−1
22 B̄

⊺w + B̄Q̄−1
22 Q̄

⊤
12y1d.

The equations (40) and (42) constitute the pair (v∗,y∗
1)

which satisfy the fractional order system (21) such that
the state y1 → y1d if t → ∞ and the performance index
(20) is minimized.

Furthermore, using the transformations (12) and (18),
the optimal pair (u∗,y∗) which is the solution of the
tracking control problem for fractional order descriptor
systems (2) and (3) is given by

[
y∗

u∗

]
=

[
N O
O Ir

]y∗
1

y∗
2

u∗


=

[
N O
O Ir

] Ip O

−Â†A21 Υ

[
y∗
1

v∗

]

=

[
N O
O Ir

]

Ip O

A1 Υ1

A2 Υ2


[
y∗
1

v∗

]

=


N

 Ip

A1

 N

O

Υ1



A2 Υ2


[
y∗
1

v∗

]
,
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Figure 1. State and control for δ = 0.6

Figure 2. State and control for δ = 0.3

where A1 ∈ R(n−p)×p,A2 ∈ Rr×p,Υ1 ∈ R(n−p)×r

and Υ2 ∈ Rr×r,

[
A1

A2

]
= −Â†A21, Υ=

[
Υ1

Υ2

]
, or

separately given by

u∗ =
(
A2 −Υ2Q̄

−1
22 (B̄

⊺S + Q̄⊤
12)

)
y∗
1

−Υ2Q̄
−1
22

(
B̄⊺w + Q̄⊤

12y1d
)

(43)

and

y∗ = N

([
Ip
A1

]
−
[
O
Υ1

]
Q̄−1

22 (B̄
⊺S + Q̄⊤

12

)
y∗
1

−N

[
O
Υ1

]
Q̄−1

22

(
B̄⊺w − Q̄⊤

12y1d
)
. (44)

One can see that u∗ is stated in terms of Mittag-Leffler
function. This due to y∗

1 is stated in terms of Mittag-
Leffler function. The equations (43) and (44) constitute
the explicit formula of the optimal tracking control-state

pair (u∗,y∗) which satisfy the fractional order system
(3) such that the state y → yd if t → ∞ and the perfor-
mance index (2) is minimized.

As an illustration of the above procedure, let us con-
sider the tracking control problem (2) and (3) where

E =

[
1 0
0 0

]
, A =

[
5 1
1 1

]
, B =

[
1
2

]
, Q = 2,

R = 1, y0 =

[
1
2.8

]
, yd =

[
0

−2

]
.

Choosing M = N = I3, the solution of the equation
(38) is S = 8.362, and from (39) we have w = 2.078.
Moreover, the equation (41) becomes

y
(δ)
1 = −9.818y1 + 1.342, y1(0) = 1,

which give the following solution:

y1 = Eδ(−9.818tδ) + 1.342tδEδ,δ+1(−9.818tδ).

Thus, using this y1, the tracking optimal-state pair is
given by

u∗ = 9.818
(
Eδ(−9.818tδ)+1.342tδEδ,δ+1(−9.818tδ)

)
− 0.8802,

y∗ =

[
Eδ(−9.818tδ) + 1.342tδEδ,δ+1(−9.818tδ)

5.364(Eδ(−9.818tδ) + 1.342tδEδ,δ+1(−9.818tδ))

]

−
[

0
2.684

]
.

The trajectories of the state y∗ and the control u∗ for
some δ is shown in Figure 1 and Figure 2. One can see

that y∗ →
[

0
−2

]
if t → ∞.

5 Conclusion
We have found the explicit formula of the optimal

tracking control-state pair of tracking control problem
for fractional order descriptor systems. The optimal
tracking control-state pair is stated in terms of Mittag-
Leffler function. The results show that using the tracking
optimal control u∗ result the state y → yd if t → ∞
and the performance index Ju,y (2) is minimized. An
example that illustrating the result has been presented.
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