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Abstract
In the current digital era, text documents become valu-

able for businesses to reach potential customers and cur-
tail advertising costs. However, extracting and classify-
ing beneficial information from texts can prove challeng-
ing and time-consuming, particularly in complex lan-
guages like Vietnamese. This study aims to classify
the sentiment of Vietnamese comments on e-commerce
websites into negative and positive classes. To enhance
the performance of sentiment classification, the study
fine-tuned traditional models of Convolutional Neural
Networks and Recurrent Neural Networks (RNN). Then,
this research proposed a combination of RNN and at-
tention mechanisms at the word and word-and-sentence
levels of the input document. The results showed an im-
pressive accuracy of 93.72% and an F1 score of 93.7%
on the RNN model with a word-and-sentence-level at-
tention mechanism. This research outcome contributes
to the field of text classification and could be applied in
opinion mining, customer feedback analysis, and natural
language processing. Future work aims to enhance sen-
timent analysis accuracy and expand the models’ scope
to encompass more languages.
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1 Introduction
Nowadays, with the proliferation of electronic infor-

mation and e-commerce platforms such as social net-
works like Facebook, Twitter, and e-commerce sites like
Amazon, and Alibaba, the Internet is not only a source
of information and a place to buy goods, but also a
medium where users express their emotions, exchange
experiences, and try out services [Vu et al., 2018]. Un-
derstanding users’ emotions expressed in conversations
help businesses analyze their customers’ level of inter-
est in their brands, products, and services. Therefore,
data sources with emotional tones are widely analyzed
in recent years, especially in social media, product re-
view blogs, websites, and call center chat channels [Hien
et al., 2020]. User emotions are commonly divided into
categories such as positive and negative or classified by
levels of happiness, neutrality, and anger.

The traditional data exploration field primarily focuses
on analyzing a user’s history, such as purchase his-
tory or access time, while the user emotion exploration
field focuses on analyzing the meaning of comments
on information pages or social networks [Jain et al.,
2020]. Therefore, classifying user emotions is a multi-
disciplinary problem that requires combining data explo-
ration and natural language processing techniques [Shats
et al., 2022]. Despite the various approaches and levels
of processing developed for sentiment classification, the
majority of existing research has been focused on the En-
glish language, leaving many limitations for processing
Vietnamese documents.
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To address this gap, this study aims to classify the sen-
timent of user comments on e-commerce websites into 2
main categories, positive and negative sentiment. Vari-
ous Deep Learning models in text classification, which
achieved impressive results, are examined and experi-
mented with in this study. Furthermore, the proposed
model has the potential of attention mechanisms when
applied to natural language processing tasks, particu-
larly sentiment classification of comments in a high-
complexity language like Vietnamese. This research
contributes to the development of the field of sentiment
recognition and serves the classification and retrieval
needs of individuals or businesses.

2 Related Works
The sentiment classification of online comments has

been the subject of numerous studies in recent years,
with increasingly large datasets collected from e-
commerce websites across the globe. One approach to
sentiment classification, known as the dictionary-based
method, relies on sentiment-related words to predict
emotions in text [Ameur et al., 2005]. This method in-
volves identifying individual sentiment words, assign-
ing scores to positive and negative words, and sum-
ming up these scores based on a defined metric to de-
termine the overall emotional tone of the text. This
approach is straightforward to implement and computa-
tionally cost-efficient, requiring only the effort of build-
ing the sentiment-word dictionary. However, one major
limitation of the approach is the omission of word or-
der, which can result in important information being lost.
Additionally, the accuracy of the model is dependent on
the quality of the built-in sentiment word dictionary.

Another approach to sentiment classification combines
rule-based and corpus-based methods [Im et al., 2015],
as demonstrated by Richard Socher and his colleagues at
Stanford University [Socher et al., 2013]. They utilized a
Deep Learning Recursive Neural Network (DL-RNN) in
conjunction with a natural language processing knowl-
edge base referred to as the Sentiment Treebank [Socher
et al., 2013]. The Sentiment Treebank is a syntactic parse
tree of a sentence, in which each node in the tree is as-
sociated with a sentiment weight set, indicating the sen-
timent of the subtree rooted at that node. The weight
is classified on a five-point scale, from very negative,
negative, neutral, positive, to very positive [Habib et al.,
2022]. The label with the highest weight determines the
overall label of the node. While the combination of the
DL-RNN and Sentiment Treebank provides a more so-
phisticated approach to sentiment classification, it also
requires greater computational resources and knowledge
of natural language processing. Nevertheless, it offers
the advantage of a more nuanced representation of sen-
timent in text, incorporating both semantic and syntactic
information.

With the advancements in CPU and GPU processing
speed and the reduction in hardware costs [Bazhanov

et al., 2018], cloud computing infrastructure services
have experienced a proliferation, providing opportunities
for the development of Deep Learning Neural Networks
(DLNNs) as a learning method [Hien et al., 2022]. The
advantage of this method lies in its capability to predict
inputs as one sentence or one paragraph. Deep Learning
models have garnered noteworthy achievements in com-
puter vision [Hinton et al., 2012] [Graves et al., 2013].
Convolutional neural network models originally devel-
oped for computer vision were later proven to be effec-
tive for natural language processing (NLP) and achieved
outstanding outcomes in semantic analysis [Yih et al.,
2011], query retrieval [Shen et al., 2014], sentence
modeling [Kalchbrenner et al., 2014], and other tradi-
tional natural language processing tasks [Collobert et al.,
2011]. In the process of natural language processing, the
majority of work uses deep learning models like CNNs
to learn vector representations through neural language
models [Bengio et al., 2003][Yih et al., 2011] [Mikolov
et al., 2013] and process the learned vectors for classifi-
cation [Collobert et al., 2011]. Therefore, this study pro-
poses two models inspired by prior research that used
Convolutional Neural Networks for text classification
[Zhang et al., 2019][Liu, 2020].

Despite the remarkable achievements in the field of
computer vision, Deep Neural Networks can only be ap-
plied to problems where inputs and targets can be rea-
sonably encoded by fixed-dimensional vectors. This is
a significant limitation in natural language processing
problems, where data is represented by sequences whose
length is unknown beforehand. Some studies have em-
ployed Recurrent Neural Networks (RNN) [Hu et al.,
2020] and its popular variants such as Long Short-Term
Memory (LSTM) [Hochreiter et al., 1997] and Gated Re-
current Unit (GRU) [Cho et al., 2014] architectures to
address common issues related to sequence-to-sequence.

Alongside the advancements in neural networks aim-
ing to optimize text classification tasks, another ap-
proach is the attention mechanism, which has been
widely applied in all types of Natural Language Process-
ing (NLP) tasks based on Deep Learning [Hien et al.,
2021]. The essence of the attention mechanism is that
it mimics the human visual attention mechanism. When
the human visual attention mechanism detects an object,
it typically does not scan the entire scene from beginning
to end; instead, it focuses on a particular part as required
by the person. Initially, the attention mechanism was
primarily applied in the field of visual recognition in the
1990s. However, it did not become a trend until Google
DeepMind applied the attention mechanism to Recur-
rent Neural Network (RNN) models for image classifi-
cation [Mnih et al., 2014]. Then, many researchers ex-
perimented with the attention mechanism for machine
translation tasks. Notably, Dzmitry Bahdanau and his
colleagues applied this approach for simultaneous trans-
lation [Bahdanau et al., 2014]. They were the first to
apply the attention mechanism to NLP. Their research
received recognition and the attention mechanism sub-
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sequently became prevalent in NLP tasks based on neu-
ral networks such as RNN or Convolutional Neural Net-
works (CNN).

In this paper, the research aims to optimize and com-
bine Deep Recurrent Neural Network and attention
mechanism, with the expectation of focusing on the im-
portant and emotional-emphasized aspects of the text,
improving the overall performance of sentiment classi-
fication.

3 Proposed Model and Methodology
3.1 Convolutional Neural Network model with

built-in Residual classifier of Deep Learning
Neural Network

Firstly, this study builds a model designed for senti-
ment classification of comments, which employs Con-
volutional Neural Networks (CNNs) (depicted in Fig-
ure 1). Specifically, the model is built upon a previ-
ously established neural network model for text classifi-
cation [Zhang et al., 2019], supplemented with Residual
Networks layers (as presented in Figure 2). By utiliz-
ing Residual Networks layers [He et al., 2016], the neu-
ral network architecture can be constructed with greater
depth, thereby enabling a more manageable differenti-
ation process. Consequently, it is anticipated that the
model will yield a notable improvement in the accuracy
of sentiment classification of comments.

Figure 1. The architecture of Convolutional Neural Network model
for basic sentiment analysis of comments

Let xi ∈ Rk (where k is the dimension of the vector
corresponding to the i-th word) denote a sentence with n
words:

xi:n = x1 ⊕ x2 ⊕ x3 ⊕ . . . .⊕ xn (1)

With ⊕ being the convolution operator. In sum-
mary, xi:i+j represents the concatenation of the words
xi, xi+1, . . . , xi+j . The convolution operator involves a

filter w ∈ Rhk which is applied to a window of h words
to generate a new feature. For instance, feature ci is cre-
ated from a window of words xi:i+h−1:

ci = f(w.xi:i+h−1 + b) (2)

In the equation 2, b is the bias coefficient, and f is the
non-linear function. By applying a window of words to
the sentence {x1:h, x2:h+1, . . . , xn−h+1:n}, a feature
map is obtained.

c = [ c1, c2, . . . , cn−h+1] (3)

Given c ∈ Rn−h+1, a max-overtime pooling is per-
formed over the feature map, taking the maximum val-
ues: ĉ ∈ max c, with the idea of extracting the most
important characteristics of the object. These features
form the penultimate layer and are passed to the fully-
connected softmax layer with the output being a proba-
bility distribution over labels. The model uses multiple
filters (with different window sizes) to extract multiple
features.

In order to enhance the training efficiency of this built
model, additional Batch Normalization layers are uti-
lized to normalize the features, which represent the out-
put of each layer after activation and mitigate the non-
zero-mean state. The non-zero-mean phenomenon oc-
curs when data is not evenly distributed around the value
of zero, instead having a majority of values that are
either greater or less than zero. This, along with the
high variance problem, leads to the data having many
components that are either extremely large or extremely
small. Such issues are prevalent in training neural net-
works with dense layers. The skewed feature distribu-
tions, characterized by outlier values that are either too
large or too small, can significantly impact the network
optimization process.

The utilization of Residual blocks in the proposed
model has yielded promising results compared to not us-
ing them. However, as mentioned in Section 2, Convo-
lutional Neural Network models cannot ensure the or-
der of words in a sentence, leading to incorrect predic-
tions. In the next section, this study aims to construct a
model based on the error part, which is a Recurrent Neu-
ral Network (RNN), to further improve the accuracy of
the model.

3.2 Recurrent Neural Network (RNN) model with
attention mechanism for hierarchical text clas-
sification

During this phase, the aim is to construct a sentiment
classification model based on variants of Recurrent Neu-
ral Networks (RNN), specifically the Gated Recurrent
Units (GRU) and Long Short-Term Memory (LSTM).
Moreover, while exploring the text processing pipeline,
it is observed that units are processed in a specific order,
starting from the smallest to the largest, namely charac-
ter - word - sentence - line - paragraph. This insight has



114 CYBERNETICS AND PHYSICS, VOL. 12, NO. 2, 2023

Figure 2. The architecture of Convolutional Neural Network model
with built-in Residual classifier for sentiment analysis of comments

furnished the inspiration to develop a sentiment classi-
fication model that focuses on components at different
levels of the text to comprehend the meaning of com-
ments. This model is anticipated to handle lengthy, intri-
cate comments with a high level of semantic complexity.

The aim is to use the attention mechanism applied at
the word level and extends the use of context to syn-
thesize sentence vectors. This research is conducted in
stages to examine whether the attention at different text
levels has different accuracy in predicting long and com-
plex emotional texts. Notably, during the data processing
process, the dots ”.” are not eliminated as usual but are
used to demarcate constituent sentences in a long com-
ment.

3.2.1 Recurrent Neural Network (RNN) model
with word-level attention mechanism
Assuming that a document has L sentences si, where
each sentence comprises Ti words. Let wit represent the
word at position i with t ∈ [1, T ]. The proposed model
processes the raw document into a vector representation,
on which a classification algorithm is constructed to clas-
sify the document.
Given a sentence with the word wit, t ∈ [1, T ], first, the
words are embedded into a vector using an embedding
matrix We,xij = Wewij . The model employs a bidirec-
tional Gated Recurrent Unit (GRU) to acquire word an-
notations by integrating information from both forward
and backward directions, resulting in a more comprehen-
sive representation of context for each word in the anno-
tation section. Bidirectional GRU propagates to GRU
−→
f to read sentence si from wi1 to wiT , and propagates
backwards to

←−
f to read from wiT to wi1.

xit = Wewit. , t ∈ [1, T ] (4)

−→
hlt =

−−−→
GRU (xit) , t ∈ [1, T ] (5)

←−
hlt =

←−−−
GRU (xit) , t ∈ [T, 1] (6)

To obtain an annotation for the word wit, the two states−→
hlt and

←−
hlt are concatenated to synthesize information

surrounding the word wit.

hit = [
−→
hlt,
←−
hlt] (7)

The attention mechanism is predicated on the notion that
not all words contribute equally to convey the meaning
of a sentence. Therefore, this research proposes an atten-
tion mechanism that selectively extracts words that are
crucial to the meaning of the sentence, and synthesizes
their representations to create a sentence vector.

uit = tanh (Wwhit + bw) (8)

αit =
exp (uT

ituw)∑
t exp (u

T
ituw)

(9)

si =
∑
t

αithit (10)

The first step involves obtaining the annotation vec-
tor by passing it through an MLP (Multi-Layer Percep-
tron) layer, yielding uit, the representation of hit. Next,
the importance of a word is measured as the similar-
ity between uit and the word-level context vector uw,
and the normalized weights αit are derived via the soft-
max function. The sentence vector si is then computed
as a weighted sum of the annotation vectors, with the
sentence-level context vector uw randomly initialized
and jointly learned during training. In this context, docu-
ment vector v serves to summarize all of the information
related to the sentence within the document.
Through experiments, the proposed attention-based
word-level model achieves improved accuracy as ex-
pected, compared to the baseline model. Specifically,
the F1 score improved by 1.39%, and the accuracy on the
test set increased by 0.8%. These results demonstrate the
effectiveness of the proposed feature extraction method
using the attention mechanism. The heat map, as de-
picted in Figure 3, provides insights into the regions of
focus for the model in making its predictions.

However, in Figure 4, it can be seen that for short re-
views, the model manages to capture all the key fac-
tors contributing to a high score, but for longer reviews,
the model still cannot capture all the relevant factors.
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Figure 3. Architecture of the word-level attention mechanism

Figure 4. Heat map of the contribution level of words in sentence’s
emotional rating

For instance, in the third review sentence, it seems that
the model allocates much attention to the word ”tuyet
voi” (amazing) and pays less attention to other impor-
tant words such as ”rat tot” (very nice) and ”than thien”
(friendly). In the following section, the attention mecha-
nism of the model will be extended to address this limi-
tation. The objective is to accurately detect sentiments in
lengthy and intricate review sentences.

3.2.2 Recurrent Neural Network (RNN) model
with word-and-sentence-level attention mechanism
This proposed model is based on the idea that a docu-
ment is composed of multiple sentences, and that direct-
ing attention to each sentence can capture the meaning

of the document as a whole. Consequently, through the
input of sentence vectors si, a document vector can be
derived in that way. A bidirectional LSTM network is
utilized to encode the sentences.

−→
hl =

−−−−→
LSTM(si), i ∈ [1, L] (11)

←−
hl =

←−−−−
LSTM(si), i ∈ [L, 1] (12)

The sentence’s annotation vector is obtained through the
concatenation of

−→
hl and

←−
hl .

hi = [
−→
hl ,
←−
hl ] (13)

The vector hi synthesizes neighboring sentences while
still focusing on sentence i. The purpose of word-and-
sentence-level attention is to pinpoint essential sentences
for the purpose of document classification, thereby pro-
viding the dominant sentiment of the entire text. In this
study, a sentence-level context vector us is introduced to
gauge the significance of each sentence in the document.

ui = tanh (Wshi + bs) (14)

αi =
exp (uT

i us)∑
t exp (u

T
i us)

(15)

v =
∑
t

αihi (16)

The document vector v summarizes all of the informa-
tion contained in the document’s sentences. Likewise,
sentence-level context vectors us may be randomly ini-
tialized and jointly learned during the training process,
as indicated in Figure 5.

4 Experiments and Results
4.1 Overall proposed process for sentiment classifi-

cation of Vietnamese comments
The overall process of this experiment for sentiment

classification of Vietnamese comments has been de-
picted in Figure 6.
The first phase involved data collection from differ-
ent sources, followed by a comprehensive preprocessing
step that involved the rectification of misspelled words,
acronyms, icons, and standardization of punctuations,
as well as the segmentation of words. In the subse-
quent stage, the documents were vectorized utilizing pre-
training and labeling data. Finally, the dataset was seg-
regated into training, validating, and testing sets; and the
proposed model was run to generate the evaluation re-
sults.
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Table 1. Descriptive statistics of the training dataset

Source Manually
collected

VLSP
2016

Total

Number of
Comments

10084 6003 16087

Percentage 62.7% 37.3% 100.00%

Positive:
negative
ratio

55:45 63:37 57:43

Figure 5. Architecture of the word-and-sentence-level attention
mechanism

Figure 6. Overall proposed process for sentiment classification of
Vietnamese comments

4.1.1 Data Collection

The dataset was first collected from the Foody
(https://www.foody.vn/) food ordering appli-
cation, which is a search and review application for
restaurants in Vietnam. Manual labeling was performed
by the research team to classify the data as positive
or negative sentiment. Furthermore, the dataset was
supplemented with data extracted from the pre-labeled
VLSP 2016 dataset [Nguyen et al., 2018]. Details of
the generated dataset are provided in Table 1. Upon
analyzing the dataset, it was observed that:

- For the manually collected dataset, the comments
were relatively short, with a significant amount of
icons and abbreviations being used.

- For the VLSP 2016 dataset, the comments were
comparatively longer, with well-formatted and ac-
curately spelled data. A majority of the comments
were related to technology products such as com-
puters and phones.

As can be observed from Table 1, approximately two-
thirds of the final dataset were manually collected, with
the remaining one-third sourced from the VLSP 2016
dataset. Moreover, the merged dataset has a ratio of pos-
itive and negative sentiment comments of 57:43.

4.1.2 Data Preprocessing

For this sentiment analysis task, either positive or
negative comments were used, while neutral comments
were discarded as they did not contribute to sentiment
classification. Based on the dataset analysis, the
following data preprocessing steps were applied:

- Convert uppercase letters to lowercase: ”Ngon”
becomes ”ngon” (delicious);

- Handle cases of syllable repetition: ”ngooon quaaa
diiiii” becomes ”ngon qua di” (so delicious);

- Normalize abbreviations and icons: ”k”, ”ko”,
”k0” become ”khong” (not), ”bt” becomes ”bı̀nh
thuong” (normal);

- Split the words/ tokenize: using the spaCy tokeniza-
tion library [xx];

- Remove HTML and URLs tags;
- Standardize Vietnamese punctuation.

4.1.3 Document Vectorization

Typically, computers cannot understand the mean-
ings of words. Therefore, to process natural language,
a method of representing text in a form that computers
can understand is needed. The standard method of
representing text is through vector representations. This
study uses the pre-trained word2vecVN model [Vu
et al., 2018] [Le et al., 2021] trained using the skip-gram
method [Mikolov et al., 2013] on a dataset of 7.1GB
of Vietnamese text, 1,675,819 unique vocabularies

https://www.foody.vn/
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Table 2. Comparison of the accuracy and F1 scores of all the models
on the training and testing datasets

Model Accuracy F1 score
on the
training
set

F1 score
on the
testing
set

CNN 91.89% 86.26% 91.85%

CNN with
Residual
Blocks

92.63% 88.35% 92.56%

RNN with
word-level
attention mech-
anism

93.41% 89.74% 93.37%

RNN with
word-and-
sentence-level
attention mech-
anism

92.74% 89.45% 92.57%

extracted from 974,393,244 raw vocabulary and 97,440
text files.

The result obtained after vectorization with word2vec
is a dictionary in which each vocabulary is represented as
a 400-dimensional vector, as presented in Figure 7. Each
word in the dataset’s sentences is then replaced with the
corresponding vector in the dictionary. The dataset is
divided into three parts: 60% of the total comments are
used for training, 20% for validation, and the remaining
20% for testing.

Figure 7. Representing vocabulary on the space using word2vecVN
model

4.2 Results and Discussion
In the task of imbalanced classification, where the

dataset of classes varies significantly, the presented mod-

els were experimented with and evaluated using the F1
score metric [Goutte et al., 2005]. Higher values of these
metrics indicate more effective classification. Subse-
quently, the accuracy index is employed to evaluate the
model on both the training and testing sets.

Table 2 clearly demonstrates a notable improvement
in accuracy and F1 score on both the training and test-
ing datasets of the word-level and sentence-and-word-
level attention model, compared to the CNN and the
CNN with Residual Blocks model. The RNN model
with word-level attention achieved the highest F1 score
of 93.37% on the testing set, while the RNN model
with word-and-sentence-level attention reached a high
F1 score on the testing set of 92.57%.

This result also shows that the accuracy of the word-
level attention model is higher than the word-and-
sentence-level attention model. This can be explained
by the fact that most of the comments in the manually
labeled dataset are two to three sentences long with com-
plex structures. Hence, the word-and-sentence-level at-
tention model presently faces a challenge in detecting
lengthy sentences, although it maintains stability and has
a high rate of accurate prediction. Therefore, in the sub-
sequent section, this study puts forward an optimization
strategy that involves substituting words with compara-
ble meanings to overcome this constraint.

4.3 Word-and-sentence-level Attention Model Opti-
mization: Replacing Words with Similar Mean-
ings

In order to enhance the accuracy of the word-and-
sentence-level attention model, the task of replacing
words with similar meanings was carried out. The se-
mantic similarity was calculated by measuring the simi-
larity of two vectors in space. Then, the values of simi-
larity greater than 0.5 (threshold ≥ 0.5) were taken, and
the words with similar meanings were replaced in the
original dataset. This updated dataset was then added
to the original dataset, resulting in a 1.5-fold increase
in the size of the training dataset. Figure 8 demon-
strates the effectiveness of this method of replacing syn-
onymous words, which significantly improves the ac-
curacy and F1 score of the word-and-sentence-level at-
tention model. Table 3 and Figure 8 compare the ac-
curacy and F1 scores of all the models after replacing
words with similar meanings. They demonstrate the ef-
fectiveness of the method of replacing words in the same
context to enrich the dataset, resulting in improved ac-
curacy of the word-and-sentence-level attention model,
with the highest F1 score of 93.7% in the testing set.
However, it is also discovered that the replacing words
with similar meanings technique is not suitable for other
models (CNN, CNN with Residual Blocks, RNN with
word-level attention mechanism) as these models eval-
uate based on the meaning of all sentiment words, not
the overall tone of each sentence in a document. There-
fore, this optimization technique should only be applied
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Figure 8. Comparison of F1 score and accuracy of all the models
before and after replacing words with similar meanings

Figure 9. Confusion Matrix of all models

Table 3. Comparison of the accuracy and F1 scores of all the models
after replacing words with similar meanings

Model CNN CNN
with
Resid-
ual
Blocks

RNN
with
word-
level
atten-
tion
mecha-
nism

RNN
with
word-
and-
sentence-
level at-
tention
mecha-
nism

Accuracy 91.47% 91.01% 92.01% 93.72%

F1 score
on the
training
set

89.23% 88.51% 90.68% 90.02%

F1 score
on the
testing
set

91.44% 90.1% 92% 93.7%

Precision 91.77% 92.29% 93.33% 92.26%

Recall 91.81% 92.76% 93.31% 92.80%

to the RNN with the word-and-sentence-level attention
mechanism model. Moreover, the precision and recall
values have yielded commendable results, while Figure
9 illustrates the corresponding confusion matrices.

5 Conclusions and Future Work
This study conducts a series of experiments for sen-

timent classification of Vietnamese comments. The ob-
jective of the research is to assess the emotions conveyed
in comments on e-commerce websites and classify them
as either negative (N) or positive (P). Unlike the major-
ity of existing studies that have focused on the English
language, this research aims to process Vietnamese com-
ments, on a dataset manually collected from the Foody
app and the VLSP 2016 dataset. Despite substantial ef-
forts in the past [Liu, 2020],[Hu et al., 2020],[He et al.,
2016], the study proposed Recurrent Neural Network
(RNN) models with word-and-sentence-level attention
mechanisms and enhanced the accuracy by replacing
words with similar meanings. With impressive results
for the accuracy of 93.72% and F1 score of 93.7%,
the proposed model significantly outperformed the tra-
ditional CNN model and CNN with the Residual Blocks
model. These results are promising and could contribute
to the field of text classification by gaining a deeper un-
derstanding of the hidden meanings in complex text.

Future work aims to improve the accuracy of senti-
ment analysis by enriching the dataset, using more pow-
erful word segmentation methods, and embedding words
with more contexts. Moreover, instead of only classify-
ing sentiments into two labels, ”positive” and ”negative”,
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future work aims to classify them into six labels: happy,
sad, angry, surprised, disgusted, fearful; or more. Addi-
tionally, the model needs to be continuously updated as
common abbreviations increasingly appear.

Another direction for research is to expand the com-
ment analysis model to many different languages. With
a good quality foreign language dataset, effective word
segmentation and word embedding methods combined
with the models above can yield results similar to the
Vietnamese comment classification model that this study
has developed. Specifically in this project, the au-
thors have also extended the research scope to ana-
lyze Japanese comments. With the word segmentation
method using the Janome library, the word2vec dataset
is pre-trained with each word’s dimension being 300,
the proposed word-and-sentence-level attention model
above yields very promising results with an F1 score of
91.76%.

In summary, this research contributes to the field of
sentiment classification in texts written in complex lan-
guages such as Vietnamese and Japanese. The model
could be applied in various fields such as opinion min-
ing, customer feedback analysis, and natural language
processing. Moreover, high-accuracy sentiment classi-
fication models can be applied in practical scenarios in
e-commerce businesses, where shop owners can observe
the customers’ response attitudes and make appropriate
adjustments.
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