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The problem of designing optimal algorithms for estimating random ele-
ments has received earlier considerable attention (Balakrishnan, 1976; Curtain
and Pritchard, 1978; Ramm, 1996). Basically, these works deal with linear
procedures and do not discuss the efficiency of nonlinear estimates. On the
other hand, the nonlinear optimal estimation algorithms are essentially based
on using the true distribution of the random elements involved. Nevertheless,
these obstacles of optimal methods can be overcome by means a minimax ap-
proach (Verdid and Poor, 1984; Basar and Bernhard, 1991; Siemenikhin, 2003).
Actually, even though the class of estimators contains all nonlinear transforma-
tions, the minimax estimate turns to be linear under very broad assumptions
(Siemenikhin, 2003; Siemenikhin and Lebedev, 2004). In the finite-dimensional
case, this result holds whenever the covariances of the model parameters are
supposed to belong to a compact set. Furthermore, it turns out that for the un-
certainty set under consideration the least favorable distribution is Gaussian. In
this paper, the analogous results are proved for the infinite-dimensional model.

Using the technique of dual optimization we provide the sufficient conditions
for the minimax estimate to be defined analytically via a solution of the dual
optimization problem. Thus, if the least favorable covariance (i.e., the solution
of the dual problem) is found, the minimax estimate should be designed as the
optimal one. For numerical calculation of the minimax estimate we present the
recursive algorithm which takes into account only finite-dimensional transfor-
mations of the observed random element.

Let X and Y be separable Hilbert spaces. Consider the problem of minimax
estimating the random element £ € X from the observable random element
n € Y w.r.t. the mean-square criterion

D(F,P¢) = E[l§ — Fy||?,

where F is an admissible estimation procedure and P¢ is the distribution of the
element ( = ({,n) e Z=X xY.
Concerning £ and 1 we have the following a priori information:

Ell¢]* < oo, EE=0, E[n|* <o, En=0,

K¢ = cov{(, ¢} = ( P ) €K,
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where K is a given set of selfadjoint positively semidefinite nuclear operators
defined on Z. By P denote the family of all distributions P described above.

Definition 1. We say the X-valued random element 5 is an admissible estimate,
if there exists a sequence of cylindrical mappings F,,: Y — X such that for every
PC ep

E|Fqn* < oo, El[Fun—¢&|* =0, n— oo (1)

In this case we use the notation §~ = Fn and call the sequence F = {F,,} the
admissible estimation procedure (briefly F € F).

Definition 2. The admissible estimation procedure F = {F,,} and correspond-
ing estimate & = Fn are called linear if in (1) {F,,} are linear mappings. In this
case we write F € £.

Definition 3. The admissible estimation procedure F = {F,} and correspond-
ing estimate £ = Fn are called minimax if

F € argmin su D(F,P¢). 2
spin sup D(F, P e

To formulate our main result we introduce the dual problem

Ke € arg max J(Ko),  J(Ko) = jnf D(F.Pc). (3)

The solution to the minimax estimation problem (2) is provided by the
following theorem.

Theorem 1. Suppose that IC is convex, there exists a solution KC of the dual
problem (3), and

Je>0: (Kyy,y) <(K,y,y) VK.eK VyeY. (4)
If

a) ﬁc is the Gaussian distribution with zero mean and covariance kﬁ
b) F is the best linear admissible estimation procedure given P¢ = P¢:

F in®(F,P
€ arg min D(F, P¢),

then,
the pair (F,P¢) forms a saddle point for the game (D,F,P):

D(F,P;) <D(F,P;)<DF,P;) VFeF VP eP.
In addition, ’D(ﬁ,/P\c) = J(Ky).

So, the linear estimate f = En is minimax on the class of all admissible
estimates and the Gaussian law P. is the least favorable distribution on the
family P.

Condition (4) is analogous to that known to be the regularity condition
in the finite-dimensional case. Actually, if dim X < oo, dimY < oo, and K is

bounded, then (4) is equivalent to the embedding im[K,] C im[K,] V K € K.
The iterative algorithm generating the minimax estimate is presented below.



Theorem 2. Under the conditions of Theorem 1, we assume that the se-
quence {gn} CY is a complete orthonormal system in Y w.r.t. the norm
lyll— = (K,y,y)'/2. Then the sequence

50 =0, én:én71+<nagn> k&ngna n=12...,
converges to the minimax estimate é whenever P € P, namely,

sup E|l&, — €| <Peh, en =Y [ Kengrl® =0, n— oo;
P.eP k>n

~ ~ 2
sup EJl¢ = €12 < (J(K)"/2 4 c20)
P.eP
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