EVALUATION OF STATE-SPECIFIC TRANSPORT PROPERTIES USING MACHINE LEARNING METHODS
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Abstract
In this study, machine learning algorithms are employed to calculate state-to-state transport coefficients in nonequilibrium reacting gas flows. The focus is on the evaluation of thermal conductivity, shear viscosity, and bulk viscosity coefficients under conditions of strong coupling between vibrational-chemical kinetics and gas dynamics. In order to solve a regression problem for evaluating state-to-state transport coefficients, a specific software application with user interface is developed, which allows loading, processing, and saving of data arrays; configuring model architecture; training and evaluating models with various optimizers, loss functions, and metrics; making predictions using trained models. Using the developed software the multi-layer perceptron regression model is constructed and trained. The model is assessed in a binary mixture of molecular and atomic nitrogen taking into account 48 vibrational states; the coefficients are computed in the wide temperature range for the varying mixture composition. Good agreement of the results with the original transport coefficients calculated using rigorous but computationally expensive kinetic theory algorithms is shown. Applying machine learning techniques yields a significant speed-up of about two orders of magnitude in the computation of transport coefficients. It is concluded that implementation of machine learning methods may considerably reduce the computational efforts required for nonequilibrium flow simulations.
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1 Introduction
In modern aerospace applications, low-temperature plasma technologies, environmental problems gas flows are usually far from thermal and chemical equilibrium, which makes fluid-dynamic simulations rather challenging. Under nonequilibrium conditions, it is necessary to take into account excitation of internal degrees of freedom (translational, rotational, vibrational, electronic), chemical reactions, and ionization. Depending on the flow conditions, characteristic times of internal energy transitions and chemical reactions may vary by several orders of magnitude, and sometimes become comparable to the mean time of variation of fluid-dynamic parameters such as velocity, pressure, and temperature. In this case, there is a strong coupling between physical-chemical processes and gas dynamics, which alters the set of governing equations and its closure.

In nonequilibrium gas dynamics, physical models of various complexity can be developed on the basis of kinetic scaling corresponding to specific deviations from equilibrium [Nagnibeda and Kustova, 2009]. Among different approaches, the most detailed is the state-to-state (STS) model based on the assumption of fast translational and rotational relaxation and slow vibrational-chemical kinetics fully coupled to fluid dynamics [Giodano et al., 1997; Armenise et al., 1999; Armenise and Kustova, 2014; Bonelli et al., 2021]. The set of STS governing equations includes conservation equations for...
mass, momentum, and total energy coupled with balance equations for the vibrational level populations and the mass fractions of chemical species. The number of equations, depending on the mixture composition, ranges from several tens to several thousands. For inviscid gas flow simulations, some coarse-graining techniques aimed at reducing computational costs of the STS model can be applied [Munafò et al., 2014; Sahai et al., 2017]. Although these methods show high efficiency in modelling inviscid flows, their application to viscous flow simulations is limited since the transport kinetic theory has not yet been developed for such approaches.

For the closure of extended fluid-dynamic equations in the case of viscous flows, constitutive relations are required for the stress tensor, diffusion velocities, and heat flux. In the STS approach, these constitutive relations involve state-specific transport coefficients (thermal conductivity, shear viscosity, bulk viscosity, diffusion, and thermal diffusion) that have to be evaluated using accurate kinetic theory transport algorithms based on the generalized Chapman–Enskog method [Nagibedana and Kustova, 2009]. To implement these algorithms for gas mixtures with vibrational and electronic excitation, chemical reactions, and ionization, software packages KAPPA [Campoli et al., 2019] and PAInTeT [Istomin and Oblapenko, 2018; Istomin, 2018; Istomin, 2019] were designed earlier by the authors. These packages can be coupled with computational fluid dynamic (CFD) solvers to provide the transport properties of nonequilibrium reacting gas mixtures, but their computational cost remains prohibitively high. The reason is that the rigorous transport algorithms require solving high-order systems of linear algebraic equations in each cell of the computational grid. Therefore, development of new techniques for faster calculation of state-specific transport coefficients in the STS approach is of vital importance for the nonequilibrium viscous reacting gas flow simulations.

Recent studies have shown that machine learning methods, including neural networks, have potential for simulating nonequilibrium gas-dynamic problems [Stokes et al., 2020; Schmidt et al., 2019; Brunton et al., 2020]. The use of machine learning methods for modeling of physical systems has grown sharply, see [Fradkov, 2022; Plotnikov et al., 2019; Fradkov and Shepeljavyi, 2022]. Machine learning methods help to accurately predict physical quantities by processing large amounts of available data, which significantly reduces computational effort and allows for implementing detailed models of physical-chemical kinetics and transport processes [Istomin and Kustova, 2021; Campoli et al., 2022; Bushmakova and Kustova, 2022]. In our preliminary studies, we used neural networks to speed up the evaluation of specific heats, thermal conductivity, and shear viscosity for single-component gases and simple mixtures, which resulted in a speed-up ratio of up to $10^6$ [Istomin and Kustova, 2021]. Similarly, using a neural network approach for modeling carbon dioxide vibrational kinetics significantly improved the efficiency of the relaxation rate computations [Gorikhovskii and Kustova, 2022].

Although machine learning techniques are promising for nonequilibrium fluid dynamics, their implementation is limited because most practical work occurs through the high-level libraries, such as TensorFlow [Abadi et al., 2015] and Scikit-learn [Pedregosa et al., 2011]. The use of these libraries considerably slows down the solution of the problem, since it is necessary to study the libraries’ application programming interface (API) and the intricacies of the programming language. To overcome these limitations, in the present study we develop an open-source software package [Istomin et al., 2022] with a user interface for processing raw data, building, training, and analyzing the model, and presenting the results in an interactive format. This package allows users to focus on solving the problem itself and quickly change the necessary model settings during the analysis.

The objectives of this study are: 1) to calculate state-specific transport coefficients (thermal conductivity, shear and bulk viscosity) for a binary gas mixture using both accurate kinetic theory methods and the developed software package with machine learning (ML) techniques; 2) to assess the accuracy and efficiency of the developed ML approach; 3) to recommend a suitable ML approach and possible neural network architecture for the evaluation of the transport coefficients.

2 State-to-state fluid-dynamic equations

The energy $\varepsilon$ of each molecule in the gas includes contributions from the translational energy associated with its motion as a whole, rotational energy connected to the rotation of atoms in a molecule about its center of mass, vibrational energy related to the oscillations of atoms about their equilibrium position, and electronic energy specified by the location of electrons in the electronic shells. Atomic species only have electronic internal energies. While translational motion is usually described classically, internal modes are treated in the framework of quantum mechanics, allowing for discrete energy states in each internal mode. The number of internal states is determined by the energy of dissociation and ionization.

When the gas undergoes sudden heating or cooling, it goes out of equilibrium. A new equilibrium state is achieved through the relaxation processes involving energy transitions between various internal degrees of freedom and chemical reactions. As mentioned previously, the characteristic times of different collisional processes can vary considerably depending on the flow.

In the present study, we consider nonequilibrium flows of reacting gas mixtures under the following relation between the characteristic times of elementary processes:

$$\tau_{tr} \leq \tau_{rot} \ll \tau_{vibr} \sim \tau_{react} \sim \theta,$$  

(1)
here $\tau_{tr}$ and $\tau_{rot}$ are the characteristic times for translational and rotational relaxation, respectively; $\tau_{vibr}$ is the characteristic time of vibrational relaxation including both vibrational-vibrational and vibrational-translation-translation energy transitions, $\tau_{react}$ is the characteristic time of chemical reactions, and $\theta$ is the mean time of the variation of gas-dynamic parameters. Under such an assumption, relaxation of vibrational energy and chemical reactions are fully coupled with fluid dynamics [Nagnibeda and Kustova, 2009].

To derive the set of extended fluid-dynamic equations, we start with the dimensionless form of the Boltzmann equation for the distribution function. Based on kinetic scaling [1], the collision operator is split to the operators of rapid processes proceeding in the microscopic scale ($\tau_{tr}, \tau_{rot}$) and slow processes ($\tau_{vibr}, \tau_{react}$) occurring at the fluid-dynamic scale; the small parameter $\varepsilon = \tau_{tr}/\theta$ is introduced according to [1]. In the framework of the generalized Chapman–Enskog method we expand the distribution function into the series in $\varepsilon$ and derive the set of governing equations for the macroscopic flow parameters [Nagnibeda and Kustova, 2009]. The closure of governing equations depends on the number of terms kept in the expansion of the distribution function.

In the case of the absence of external forces and magnetic fields the governing equations corresponding to kinetic scaling [1] are obtained in the following form:

$$
\frac{dn_{ci}}{dt} + n_{ci} \nabla \cdot \mathbf{v} + \nabla \cdot (n_{ci} \mathbf{V}_{ci}) = R_{c_{i}^{vibr}} + R_{c_{i}^{react}},
$$
(2)

$$
\frac{d\mathbf{v}}{dt} + \mathbf{v} \cdot \nabla \mathbf{P} = 0,
$$
(3)

$$
\rho \frac{d\mathbf{U}}{dt} + \nabla \cdot \mathbf{q} + \mathbf{P} : \nabla \mathbf{v} = 0,
$$
(4)

here $n_{ci}$ is the number density of chemical species $c$ on the vibrational level $i$ (in case of molecular species) with the corresponding energy $\varepsilon_{ci}$; $\varepsilon_{ci} = \varepsilon_{vibr,c}(i) + \varepsilon_{f,c}$, where $\varepsilon_{vibr,c}(i)$ and $\varepsilon_{f,c}$ are vibrational and formation energy per particle; the number of species in a mixture is $L$, and the number of vibrational levels for the species $c$ is $L_{c}$; $\mathbf{v}$ is the gas velocity, $\mathbf{U}$ is the total specific energy, $\rho U = 3 \frac{1}{2} kT + p U_{rot} + \sum_{i} \varepsilon_{ci} n_{ci}$, $n = \sum_{i} n_{ci}$, $k$ is the Boltzmann constant, $T$ is the temperature, $U_{rot}$ is the specific rotational energy, $\mathbf{V}_{ci}$ is the diffusion velocity of $c$-species for each vibrational state $i$, $\rho$ is the mixture density, $\mathbf{P}$ is the pressure tensor, $\mathbf{q}$ is the heat flux; $R_{c_{i}^{vibr}}, R_{c_{i}^{react}}$ are production terms due to chemical reactions and vibrational energy transitions. Note that in the case of atomic species, the right hand side of (2) includes only $R_{c_{i}^{react}}$, while for molecular species all production terms have to be taken into account.

The number of master equations (2) depends on the mixture composition. Thus, in polyatomic gases like carbon dioxide, there are several thousands of coupled vibrational states below the dissociation threshold [Kunova et al., 2020], which yields the corresponding number of equations. In the present study, we consider a simple case of a binary mixture (N$_{2}$, N) including two chemical species ($L = 2$) and 48 vibrational levels of the nitrogen molecule ($L_{N_{2}} = 48$).

In the first-order approximation of the generalized Chapman–Enskog method, the expressions for the pressure tensor, diffusion velocity, and heat flux in a viscous flow are derived in the form

$$
\mathbf{P} = (p - p_{rel} - \zeta \nabla \cdot \mathbf{v}) \mathbf{I} - 2 \eta \mathbf{S},
$$
(5)

$$
\mathbf{V}_{ci} = - \sum_{d,j} D_{ci,dj} \mathbf{d}_{ci} - D_{Tc_{i}} \nabla \ln T,
$$
(6)

$$
\mathbf{q} = -\lambda' \nabla T - p \sum_{c,i} D_{Tc_{i}} \mathbf{d}_{ci} + \sum_{c,i} \left( \frac{5}{2} kT + \langle \varepsilon_{c} \rangle_{rot} + \varepsilon_{ci} \right) n_{ci} \mathbf{V}_{ci}.
$$
(7)

Here $\mathbf{S}$ and $\mathbf{I}$ are the traceless and unit tensor, $\mathbf{d}_{ci}$ is the diffusive driving force for each vibrational state $i$, $\langle \varepsilon_{c} \rangle_{rot}$ is the averaged rotational energy of molecular species $c$; $p$ is the pressure, $\eta$ is the shear viscosity coefficient, $\zeta$ is the bulk viscosity coefficient, $p_{rel}$ is the relaxation pressure, $D_{ci,dj}$ and $D_{Tc_{i}}$ are the multi-component diffusion and thermal diffusion coefficients for different chemical species and vibrational states, $\lambda'$ is the partial thermal conductivity coefficient. It is worth noting that in the state-specific approach, the partial thermal conductivity coefficient $\lambda'$ is specified only by the translational and rotational (for molecules) degrees of freedom, whereas the transport of vibrational energy is governed by diffusion processes and can be strongly affected by nonequilibrium kinetics of vibrational states. Bulk viscosity, which occurs due to the finite rate of internal energy relaxation in the rapid processes, is specified in the STS approach by the rotational energy transitions; this phenomenon is important in compressible flows with high velocity divergence, such as shock waves. Relaxation pressure describes the effect of slow processes (vibrational relaxation and chemical reactions) on the normal stress.

For numerical simulations of viscous gas flows in the STS approach, it is necessary to solve equations (2)-(4); this includes calculation of all state-specific transport coefficients as well as relaxation terms $R_{c_{i}^{vibr}}, R_{c_{i}^{react}}$ in each cell of the computational grid. The number of cells reaches hundreds of millions and even more, depending on the flow geometry. Direct implementation of machine learning techniques for solving partial differential equations (2)-(4) is hardly possible; nevertheless, one may attempt to speed up evaluation of transport and relaxation terms.
3 Transport coefficients

3.1 Exact algorithm

Accurate kinetic theory algorithm for the transport coefficients evaluation consists of the following steps [Nagnibeda and Kustova, 2009]. First, the first-order distribution functions is derived in terms of the gradients of macroscopic flow parameters (velocity, temperature, and species number densities); coefficients at the gradients are unknown functions of molecular velocity; for these unknown functions the integral equations are derived. Next, the transport coefficients are expressed in terms of the bracket integrals with respect to the above-mentioned unknown functions. In the kinetic theory, a bilinear form \([A, B]\) (where \(A\) and \(B\) are the arbitrary functions of molecular velocities) is referred to as a bracket integral [Nagnibeda and Kustova, 2009]:

\[
[A, B] = \sum_{c1j} \int B_{c1j} I_{c1j}(A) \, du_c. \tag{8}
\]

The bracket integrals are introduced on the basis of the linearized integral operator \(I_{c1j}\) of rapid processes [Nagnibeda and Kustova, 2009], \(u_c\) is the velocity of species \(c\). In the state-to-state approach, the integral operator \(I_{c1j}\) is determined by the cross sections of elastic collisions and collisions leading to the change of rotational state \(j\).

In the next step, the unknown functions in the expression for the first-order distribution function are expanded into the series of orthogonal polynomials, which allows one to reduce the initial integral equations to the systems of linear algebraic equations and express the transport coefficients in terms of the expansion coefficients. Coefficients in these systems depend on the collision integrals obtained by simplifying the bracket integrals. The order of linear systems depends on the number of terms retained in the expansions; for the state-to-state model, the order ranges from several tens to several thousands. Finally, the linear transport systems are solved numerically.

To assess our approach we choose evaluation of state-to-state thermal conductivity, shear viscosity, and bulk viscosity coefficients in a \((N_2, N)\) mixture. In this simple case, the mixture comprises 48 vibrational levels of molecules and atomic nitrogen, resulting in 49 species in total. Calculation of thermal conductivity, shear viscosity, and bulk viscosity coefficients (\(\lambda, \eta, \zeta\)) requires solving 147, 49, and 98 linear algebraic equations, respectively. Note that the STS transport coefficients are functions of temperature, pressure and number densities of all species, \(\lambda = \lambda(T, p, n_1, ..., n_{49}), \eta = \eta(T, p, n_1, ..., n_{49}), \zeta = \zeta(T, p, n_1, ..., n_{49})\). This rigorous but computationally expensive algorithm has been implemented in the KAPPA library [Campoli et al., 2019] and PAINEt software package [Istomin and Kustova, 2021].

3.2 ML algorithm

To assess the machine learning algorithms, at the first step the transport coefficients of the 49-component mixture are calculated using the KAPPA software package. The input vector for the model includes temperature, pressure, vibrational level populations and atomic molar fractions, resulting in a total of 51 features for each target variable. The dataset contains 13,200 samples of these features for each coefficient, where values below \(1e-7\) are set to zero. The reliability of data is confirmed by the validation of the kinetic theory algorithms against experimental data carried out in our previous studies [Campoli et al., 2019]. Subsequently, all values are scaled using the StandardScaler from the Scikit-learn library. Furthermore, the dataset is split into training and test sets, with proportions of 0.9 and 0.1, respectively.

For the construction of multi-layer perceptron regression model, the software application developed for the present study is used (description is given in the next section). The graph of the regression model applied to calculate all coefficients is shown in Fig. [1]. The Input layer contains 51 values of the considered features, followed by 5 Dense layers containing 51, 100, 100, 50, and 50 nodes, respectively. Each of these layers uses the Rectified Linear Unit activation function (ReLU):

\[
f(x) = \max(0, x).
\]

The last Dense layer contains one node that represents the predicted value by the regression process and has a Linear activation function. Overall, the model contains 25,603 trainable parameters.

The model is trained using the Adam optimizer with a learning rate of \(5e-5\) for 1000 epochs and a batch size of 512. The validation split, representing the subset of data not used during training, is set to 0.15 (15% of the training set). Despite the model’s relative simplicity, satisfactory results are achieved. As shown in Fig. [2] the Mean Squared Error (MSE) loss function for each coefficient on the training and validation sets quickly reaches error values of the order of \(1e-5 \sim 1e-6\) due to the
Figure 2. Model’s Mean Square Error. From top to bottom: thermal conductivity, shear viscosity, bulk viscosity.

initial data scaling. Mean Absolute Error (MAE) metric, tracked during the model fitting for each coefficient on the training and validation sets, also reaches small values after around 200 epochs of training.

3.3 Discussion

The model is evaluated on the scaled test set after training. Table 1 shows the values for the loss function (MSE) and the tracked metric (MAE), which are considered as satisfactory. It is evident that for the current task, there is no difference in the convergence of both metrics. This is obvious because all the predicted values are positive and scaled. However, for other problems, such as predicting diffusion coefficients where values can be positive or negative in the output vector, the MSE metric is preferable. Additionally, the MSE metric’s convex and smooth nature makes it advantageous when using other optimizers, such as stochastic gradient descent. Further experimentation with different configurations of model architecture and training hyperparameters could potentially lead to further improvements in the results.

The model predictions on a test set are also retrieved. An inverse transformation is applied to the predicted values to obtain the original scale. Additionally, the values below $1e^{-7}$ are set to 0. Fig. 3 presents the obtained results. All the graphs are plotted for different mixture compositions, depending on the atomic nitrogen molar fraction $x_N = n_N/n$ in the mixture (ranging from 0.1 to 0.9). The Boltzmann distribution over vibrational states is chosen for the model assessment, although arbitrary vibrational distributions can be used in general. For the Boltzmann distribution, all coefficients increase monotonically with the temperature. Under the considered conditions for the mixture ($N_2$, N) the thermal conductivity coefficient increases with rising atomic molar fraction, while both viscosity coefficients decrease. It is worth mentioning that the bulk viscosity coefficient is comparable to the shear viscosity coefficient, and therefore, its contribution to the normal stress may be important in nonequilibrium compressible flows.

Contrary to the conventional statistical methods, the use of machine learning algorithms can handle a larger number of variables such as the manifold of molar fractions of different internal states. This enables us to effectively handle complex interactions within the dataset, resulting in more accurate predictions, and consolidates the choice of machine learning (ML) over conventional statistical methods for our problem. However, this also poses a need for a greater number of input-output pairs to learn the model, which can be considered a limitation of the ML algorithm. Considering the accuracy of the regression model for transport coefficients, it is evident that the model fits very well to the original transport coefficients obtained by exact kinetic theory methods for every mixture composition. The final accuracy of the trained model, defined in terms of relative error (as shown in Table 1), is found to be around 99.5% on the predicted values after transformation, indicating a high level of agreement between the predicted and actual values.
The most important achievement is a significant speed-up in the calculation time. The computational efficiency of the accurate transport coefficients calculation using PAINEt (where calculations are already parallelized on the processors and therefore are more computationally efficient than in KAPPA) can be compared with the efficiency of the machine learning methods proposed in this paper. The comparison is performed on a personal computer (Intel Core i5-6500 CPU 3.20 GHz). For a given output vector \((\lambda, \eta, \zeta)\), the neural network constructed with the new software reduced the computation time by up to 100 times, from 5.5 seconds using PAINEt to 0.057 seconds. It is worth mentioning that this comparison includes the data preparation time (about an hour) and model training time (nearly 2 minutes). Despite this, the decrease in the computational time for one calculation step is significant. This is especially useful for 2D and 3D fluid-dynamic problems, where the number of such calculation steps may be very high depending on the mesh.

Once the model is configured and trained using the developed software, it can be stored in the .h5 format and loaded directly as a surrogate model-based engineering model [Jiang et al., 2020] into external CFD solvers. The obtained results show promising opportunities for implementing the developed software in CFD solvers for simulations of viscous nonequilibrium reacting flows. Moreover, based on the given approach, the developed software can be implemented in other research fields.

### 4 Software Application Description

The software application developed for this study is written in Python 3.10 [Python Software Foundation, 2021] using the Jupyter Notebook [Kluyver et al., 2016] interactive environment as well as the TensorFlow 2.10 Functional API. It is worth mentioning that the notebook can be opened and used in Binder [Project Jupyter et al., 2018] environment. The notebook is organized into separate cells for distinct modules, including data preparation, model configuration, model training, model evaluation, and model predictions. Gradual compilation of each cell leads for project step-by-step build-up procedure.

As the first step, the training data must be prepared: To ensure compatibility with TensorFlow, the data must first be converted into a NumPy format [Harris et al., 2020]. The data file containing all the feature headers can be placed inside a separate repository folder and then loaded from the notebook. It is important that data...
should be loaded in either .csv or .tsv format initially. Next, columns can be selected as model inputs and outputs, and the data can be split into train and test portions. Finally, the data will be automatically converted into a .npy format for further training of the model.

The next step is to build the model. For this purpose, the TensorFlow 2.10 API is used, which allows one to build quite flexible models with a different number of layers. In the application it is possible to either upload an existing model and reconfigure it or create a new one. It is possible to use different activation functions in each layer: Linear, Hyperbolic Tangent (tanh) or Rectified Linear Unit activation function (ReLU). After construction of the model, the summary and graph representation can be displayed in separate tiles. Once the configuration is complete, the model can be saved in the .h5 format for future use.

Once all the settings have been specified, the model can be compiled. This involves selecting an optimizer along with appropriate hyperparameters and a suitable loss function. After the model compilation, the next step is to train the model. This involves choosing hyperparameters such as the batch size, number of epochs, etc. Once the training process begins, the corresponding cell output will interactively display the progress of the model.

Finally, the user can view the history plots, which display the loss functions and tracked metrics during the training and validation stages. The trained model can also be saved for future use. The last two cells of the notebook are responsible for evaluating the model on a test set and making predictions.

The software documentation, source code, and the link to the Binder environment can be found in the original repository, which is accessible at [Istomin et al., 2022].

5 Conclusion

Machine learning methods for modelling state-to-state transport coefficients are considered. A regression model capable of calculating state-specific thermal conductivity, shear viscosity, and bulk viscosity transport coefficients is built using the software application with a user-friendly interface that utilizes modern machine learning libraries; the software is designed in the frame of this study. The model is fitted and evaluated on training and test sets, and its predictions are compared with actual values of transport coefficients obtained in the framework of accurate kinetic-theory methods. The analysis of the considered metrics and visual illustrations confirm that the developed neural network architecture is suitable for calculating the STS transport coefficients.

The architecture comprises a few Dense layers with ReLU activation functions. Despite its relative simplicity, the model achieves a good convergence to the original values, demonstrating great predictive ability. Depending on the application, different data preprocessing techniques as well as deeper architectures may be considered to obtain even better results. Additionally, the model simplicity provides a fast inference time, significantly accelerating the calculation of resource-intensive quantities.

In the present study, a speed-up of about two orders of magnitude is achieved for a single computation of transport coefficients; for real fluid-dynamic simulations, the gain in computational efficiency will be considerably higher since the complete set of transport coefficients is calculated in each cell of the grid.

This approach presents a novel way to convert accurate research computational models into computationally fast and precise machine learning models, which can be conveniently built using the provided software package.
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