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Abstract
Every day people face uncertainty, which is already an

integral part of their lives. Uncertainty creates risks for
various kinds of companies, in particular, the financial
sector may incur losses due to various kinds of human er-
rors. People turn to the opinion of experts who have spe-
cial knowledge to eliminate this uncertainty. It is estab-
lished that the expert shows insolvency if he uses incon-
gruent manipulation techniques. In this article we pro-
pose a method that allows solving the problem of con-
gruence estimation. The hypothesis that a person with a
prepared speech and a person with a spontaneous speech
will have a different level of congruence is also put for-
ward and tested in this work. The similarity of emotional
states of verbal and nonverbal channels is evaluated in
our solution for determining congruence. Convolutional
neural networks (CNN) were used to assess a person’s
emotional state from video and audio, speeth-to-text to
extract the text of the speaker’s speech, and a pre-trained
BERT model for subsequent analysis of emotional color.
Tests have shown that with the help of this development
it is possible not only to distinguish the incongruence of
a person, but also to point out the unnatural nature of his
origin (to distinguish a simply incongruent person from
a deepfake).

1 Introduction
The task of emotions recognition has recently become

one of the most popular, partly because its solution
is applicable in various spheres of life. The most in-
teresting studies include augmented and virtual reality,
driver monitoring systems, human-computer interaction
and security systems. It is known that both verbal and
nonverbal signals serve for communication, and the abil-
ity to emotions recognition is one of the most important
nonverbal means that can provide this communication.
Emotions recognition can be carried out by perceiving
a variety of signals, such as speech, facial expressions,
gestures and body language [Amer et al. (2014); Dong
et al. (2022)]. Social psychologists claim that more
than 65% of the information exchanged during a per-
sonal conversation occurs in the nonverbal range [Knapp
(1978); Morris (1979)].

There are studies that are aimed at detecting emotions
through a text channel. For example, the authors of the
article [Badugu and Suhasini (2017)] used a rules-based
approach and the Russell circular model to detect emo-
tions using tweets. The [Wikarsa and Thahir (2015)] ar-
ticle describes an approach using a Naive Bayesian Clas-
sifier to determine the emotions of Twitter users, the ac-
curacy of which was 83%.

The problem of emotion recognition from video was
taken up by the authors of [Shan et al. (2017)], who used
a deep convolutional neural (CNN) network and the k-
nearest neighbor (KNN) method to extract facial expres-
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sions. In a dataset of 7 classes of JAFFE and CK+, the
accuracy was 76.7442% and 80.303%, respectively. The
authors of [Zhanget et al. (2019)] used a hybrid model
based on spatial CNN for processing static images and
temporal CNN for image flow. Using the Deep Believe
Network model made it possible to combine collected
objects from spatial and temporal branches at the seg-
ment level. This approach made it possible to achieve an
accuracy of 75.39%.

Currently, there are solutions that can draw conclu-
sions about the psycho-emotional state of a person and
the truthfulness of his statements. For example, one of
the approaches to establishing the truth of a person’s
statements is the analysis of the audio stream. For ex-
ample, the authors of [Zhanget et al. (2019); Amiripar-
ian et al. (2016)] analyzed nonverbal signs of speech
that characterize emotional color – the timbre of the
voice, volume and tempo of speech. In addition, they
used some lexical, grammatical and syntactic features.
In the work [Savchenko and Vasil’ev (2014)], the inten-
sity/strength of emotions, valence/tone, and emotional
regulation were used. In the work [Kirchhubel et al.
(2013)], the authors studied the properties of speech and
found when a person lies the pace of speech increases,
the response start time and the duration of oscillations
decrease.

Information extracted from one modality is usually
one-sided and it can lead to low accuracy [Thang et
al. (2019)]. It is a reason why the issue of a mul-
timodal approach to identifying emotions remains un-
explored to identify critical situations, such as threats,
lie, mental state, problems with awareness and consis-
tency of feelings and emotions experienced, etc. In sit-
uations when there is a discrepancy between experience,
awareness and the expression of feelings, emotions, in-
congruence manifests itself. The person’s response is
unclear, ambiguous in such cases. If there are inconsis-
tencies between awareness and the message, it is more
like falsehood and falseness. Determining the consis-
tency of information (congruence) transmitted simulta-
neously through several channels is an important task,
since it will allow us to advance in solving problems
related to the definition of sarcasm, lies, human inse-
curity, etc. A person who has congruence will demon-
strate complete sincerity and integrity in the process of
speech/communication, what means he will transmit in-
formation that does not contradict social norms.

Thus, in our study we focused on identifying the rela-
tionship between the degree of manifestation of the level
of congruence in the conditions of readiness of speech
and spontaneous response to given topics.

2 Methods
In this part our work we will describe the approaches

for working with every channel (video, audio, text).
Then we will describe the method to combine extracted
emotions and transfer it to congruence level evaluation.

There are different benefits that can be obtained with
the ability to evaluate incongruence. For example, the
ability to detect context incongruity can be the way to
solve sarcasm detection problem. In the paper [Joshi et
al. (2016)] to obtain context it is proposed to use dif-
ferent types of word embeddings: LSA, GloVE, Depen-
dency Weights, Word2Vec.

Working with video recording allows you to get more
information that describes the context of speech more
comprehensively. In this case, additional channels of in-
formation should be considered for a more complete as-
sessment of incongruities. In our work we evaluate dif-
ferences between levels of emotions obtained from three
channels: video, audio, text to get the speaker’s level of
incongruence. Figure 1 shows a sequence diagram of
video processing to determine the level of congruence.

Figure 1. Video processing sequence diagram for determining the
level of congruence

2.1 Video emotions
2.1.1 Related works Video modality contains im-

portant non-verbal features that open up possibilities for
analyzing person’s emotional state. Facial expression
recognition (FER) is a method that uses machine learn-
ing methods to automatically recognize human emo-
tional manifestations: anger, disgust, happiness, sur-
prise, fear and sadness, which are considered to be the
basic human emotions [Ekman (1992)]. A distinctive
feature of facial expression recognition from the classi-
cal multi-class classification is the presence of common
features in various emotional experiences. So, for exam-
ple, fear, surprise and anger are characterized by wide-
open eyes, raised eyebrows and a parted mouth, while
the sparkle in the eyes and the openness of the face com-
bine happy and surprised emotions [Ekman (1993)].

The authors of the method [Zhengyao et al. (2021)]
propose to use the Feature Clustering Network (FCN) to
optimize losses both in intra-class and inter-class predic-
tions. The authors combine this network with the Multi-
head cross Attention Network (MAN) and Attention Fu-
sion Network (AFN). MAN allows authors to train mul-
tiple attention heads to classify facial expressions across
multiple regions of the face, while AFN aims to com-
bine attention maps obtained from multiple regions. The
model was trained on a large-scale AffectNet [Mollahos-
seini et al. (2019)] database, which includes 287 401 im-
ages, including, in addition to 6 basic emotions, classes
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of contempt and neutral, which identifies the normal
state of a person without vivid manifestations of emo-
tions.

Work [Schoneveld et al. (2021)] uses a multimodal ap-
proach to classify facial expressions across 8 categories
of the AffectNet dataset, proposing the use of convo-
lutional neural networks for parallel feature extraction
from audio and video modalities and a recurrent neu-
ral network for aggregation and final classification. The
authors achieved an accuracy of 61.60% in recognition
of expressions through the use of LSTM at the stage
of directed study of features obtained from independent
modalities.

2.1.2 Method We propose to use Convolutional
Neural Network (CNN) with parallel convolutional lay-
ers to classify facial expressions. Combining the out-
puts of parallel blocks allows the use of features obtained
from different regions of the image to reduce the influ-
ence of interclass differences.

We use the BlazeFace [Bazarevsky et al. (2019)] net-
work to detect a human face in 128x128 pixel frames
from a video stream, using a lightweight architecture and
achieving a face position prediction accuracy of 98.61%.
The encoder in our model for extracting important visual
features from the image of a detected human face, which
are further processed by parallel blocks of convolutional
layers, is ResNet-18 [He et al. (2016)]. The combined
features are sent as input to a fully connected classifier
for the final emotion prediction.

The model was trained on a sample from the Affect-
Net dataset containing 8 emotions, but for inference it
uses predictions for only three classes: anger, calmness,
happiness. We condition this choice by the redundancy
of a multi-class classification of emotions to determine
the incongruence of a person, leaving only extreme emo-
tional states: the area of a person’s negative state (anger),
normal (neutral) and the area of a person’s positive state
(happiness/joy), which allows us to reduce the error in
classifying individual classes and group the model out-
puts according to semantically close manifestations of
emotions and various modalities.

2.2 Audio emotions
2.2.1 Related works Audio analysis of speech al-

lows it to work with features that provide more context to
the speaker’s intent. In the paper [Rana and Jha (2022)]
usage of audio emotions decreases the number of false
toxic speech detected utterances compared with an ap-
proach that considers only transcribed text. To extract
useful features from the audio signal, signal in waveform
should be preprocessed. One of the popular approaches
is transformation to Mel-Frequency cepstral coefficients
(MFCC). That transformation presents the audio signal
in the form of coefficients based on human signal per-
ception of frequencies [Likitha et al. (2017)].

Authors of the paper [Kozhakhmet et al. (2020)] used
audio records transformed to MFCCs to solve the task

of speech emotion recognition. In this paper authors fo-
cused on classification of only three base states (posi-
tive, neutral, negative), while existing datasets include 7
marks such as: anger, boredom, anxiety, joy, sadness,
disgust, lack of emotions [Burkhardtm et al. (2005);
Luna-Jiménez et al. (2022); Gournay et al. (2018)].
Considering a bigger number of classes provides an op-
portunity to make the transition from extremely nega-
tive to extremely positive emotions smoother (since sad-
ness, which can be defined as negative, differs from
anger, which belongs to the same class) [Sinko, M. et
al. (2022)].

Popular method to solve the audio classification task
is usage of convolutional neural networks (CNN). In the
way of representing the signal in the form of MFCCs it
is possible to use 2D convolutional layers [Verbitskiy et
al. (2022)], this technique allows to train the model on
the patterns of speech in terms of time, frequency and
dynamic.

2.2.2 Method A lot of datasets are specialized for
concrete countries or nationality, for this reason mod-
els trained on them can have poor performance on real
records and on data from other languages [Kozhakhmet
et al. (2020)]. For this reason our solution was de-
cided to combine datasets for different languages such
as: Emo-DB, RAVDESS, CaFE, SAVEE [Morris et
al. (1979); Badugu and Suhasini (2017); Wikarsa and
Thahir (2015)]. Thus, there was no retraining in the lan-
guage of one of the datasets. These solutions also allow
an increased number of records.

evaluate the level of emotions, CNN model (5 convo-
lutional layers with batch normalization, dropout, and
fully connected layer) on MFCC representations of the
records was trained. For congruence were used only log-
its of neutral, angry, and happy statements.

2.3 Text emotions
2.3.1 Related works The deep learning approach

named BERT-CNN for the text emotion classification
was introduces in the article [Smetanin (2020)]. The
main idea of the solution is the use utterance embeddings
as input for CNN model, which has a role of classifier.

When we use text models, the description of the text
occurs due to the information obtained at the training
stage. In [Kwok and Wang (2013)] the Bag of Words
approach is used to detect aggressive statements. This
approach was compared with recurrent neural networks
and networks with attention mechanisms in [Smetanin
(2020)] in the problem of detecting toxic comments,
where the BERT model [Devlin et al. (2019)] demon-
strated the best accuracy.

2.3.2 Method For working with the text channel it
was necessary to solve the problem of transcription (de-
coding information from audio or video to text form)
speech. To solve the problem, a Vosk toolkit [Shmyrev
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(2020)] was used. Vosk toolkit is based on a common
Deep Learning NN and Hidden Markov Model (DNN-
HMM architecture) [Lv et al. (2021)]. The toolkit pro-
vided for transcription supports more than 20 languages
and is trained on a large datasets.

The text obtained after transcription of speech is nec-
essary for further emotional classification. Our method
uses a pre-trained distilled version of the RoBERTa
model. The model has 6 layers, 768 dimensions and 12
heads, totalizing 82M parameters. We use it to classify
the text according to 6 basic emotions and the class of
calmness, which reflects the absence of bright emotional
manifestations in the text. Next, we extract extreme
emotional states (anger, calmness, joy) and add them to
the overall congruence analysis. A separate study of the
text channel allows us to form a conclusion about the
congruence of a person not only based on the intonation
of his voice, but also the color of the words, the use of
special expressions in relation to the object under discus-
sion.

2.4 Congruence
In our study congruence is understood as a character-

istic that allows us to assess the level of consistency of
information transmitted by a person simultaneously ver-
bally and nonverbally (via audio, video and text chan-
nels).

To do this, we divide a person’s speech into 10-second
intervals, for which we calculate 3 extreme emotions
(anger, neutral, joy) on 3 channels separately. The output
is a 3 by 3 matrix for each interval. Then the standard
deviation for individual emotions and individual chan-
nels is calculated. The minimum difference between the
average value and all indicates a small spread of values
(mismatch of emotions and channels), and the high one
indicates incongruence (for example, joy is highlighted
by audio, and anger is determined on the face).

We took the value 0.5 as a threshold, where values
above the threshold value are considered incongruent
(high spread of emotions).

2.5 Experiment
The study involved 22 women and 13 men of various

professional activities, the age range was from 20 to 28
years. The restrictions on participation were the follow-
ing: the age limit of 18 years, diagnosed psychological
diseases. All participants signed an informed consent to
conduct the experiment and process personal data. Each
of the participants was tested and recorded in comfort-
able conditions for him to eliminate the possible influ-
ence of third-party factors.

Based on the analysis of the spheres of activity and the
position held, the distribution was shown in Figure 2,
including:

1. work with plant organisms, animal organisms, mi-
croorganisms;

2. work with technical objects (machines, mecha-
nisms), materials, types of energy;

3. work with conventional signs, numbers, codes, nat-
ural or artificial languages;

4. work with phenomena, facts of artistic representa-
tion of reality;

5. work related to communication with people.

After the initial selection, 27 out of 35 subjects re-
mained. The videos were divided into two categories:

1) a video in which participants answered questions
without first preparing for the answers (27 videos). The
total duration of the video was x minutes;

2) a video in which respondents told a prepared story
from an area in which they are well versed (27 videos).
The total duration of the video was 156.34 minutes.

Figure 2. Distribution by position and field of activity

Each of the participants had to pass a test that described
their communication style and patterns of social behav-
ior. On average respondents noted that 52% of the time
during the day they have to communicate with people,
the maximum value was noted by one respondent (100%
of the time), the minimum value was noted by 4 respon-
dents (10% of the time). Also, 87% of respondents noted
that they had to convince other people of what they dis-
agreed with, and on average such cases accounted for
24.7% of the total time of communication with other
people, with 2 respondents noting 70%. The prevail-
ing number of respondents adhere to their interests in the
conversation (72.7%), 15.2% of participants noted ignor-
ing their interests, 9.1% always agree with the opinion of
the interlocutor and one respondent noted a lack of inter-
est in the topic of the interlocutor. At the same time, in
54.5% of cases, respondents have a feeling of depression
when they have to talk about unknown topics, 45.5% re-
main in the same state.

3 Results
The results of the answer to the question “When you

communicate with an interlocutor, you try” were not in-



214 CYBERNETICS AND PHYSICS, VOL. 11, NO. 4, 2022

cluded in the final analysis due to the peculiarities of the
sample (most of the respondents were students) and the
imbalance of data (Figure 3).

Figure 3. A descriptive statistic for prepared and spontaneous
speeches.

All data were averaged by the type of performances
and by the user. Some subjects were removed as out-
liers, as they had a significantly greater difference in con-
gruence between different types of performances than
other subjects. The distribution of residuals did not sig-
nificantly differ from normal (Shapiro-Wilco - p-value
= 0.67). It is acceptable to use parametric compari-
son methods. The Student’s T-test for paired samples
showed significantly differences between the types of
performances (p-value = 0.0178). The average congru-
ence for prepared speeches was 0.72, for spontaneous
speeches 0.67. The effect size was calculated using Co-
hen’s d coefficient and was 0.49, which corresponds to
the average effect size. This means that the existing
model (congruence depends on the type of speech) de-
scribes the variance in congruence at a sufficient level
(Fig. 4).

Figure 4. Scope diagram for prepared and spontaneous performances

In addition it is necessary to note the statistical ten-
dency that men are more congruent than women p-value
= 0.06 (Mann-Whitney U-test). However, when adjusted

for multiple Hill comparisons, the significance drops to
0.18. In this case, it is necessary to consider this issue
in the future on a larger sample and a more balanced
dataset. In the future, it is necessary to investigate this
issue on a larger sample, as well as to investigate the is-
sue related to determining the difference in the level of
congruence in various situations related to professional
activity, including in the banking sector.

4 Discussion
The proposed method analyzes the congruence of a

person in three channels, evaluating the manifestations
and dynamics of changes in extreme emotional states
of a person during speech. The increase in the num-
ber of fake video performances on the Internet, includ-
ing videos created using machine learning methods, mo-
tivated us to test our method on artificially generated
videos.

We used speeches by real people on various topics and
generated videos (deepfakes). We concluded that the
assessment of the congruence of verbal and non-verbal
markers of a person’s performance allows not only to
determine his emotional state, but also to identify videos
that replace a human personality (face, voice) or com-
pletely generate a model of a person. Thus, ”synthetic”
people show low emotional consistency from the first
fragments of the video, and during the performance the
difference increases between modalities. In turn, the as-
sessment of the person’s speech video modality with a
replaced face is generally characterized by low dynamics
of changes in emotions and a small dispersion between
the states of a person in different parts of the video.

We found that the assessment of the human congru-
ence and the analysis of individual modalities opens up
opportunities for analyzing the unnatural origin of the
video distinguishing an incongruent person from a deep-
fake.

5 Conclusion
The article presents an approach to the problem of de-

termining the consistency of information simultaneously
transmitted by a person through verbal and nonverbal
communication channels (congruence). Our approach is
based on several machine learning models for sequence
analysis. In the course of the work a data set was col-
lected that allowed us to test the hypothesis that a per-
son will have a different level of congruence depend-
ing on the degree of preparedness for the performance.
The developed approach makes it possible to analyze
congruence/incongruence of a person through all three
channels, assessing the manifestations and dynamics of
changes in extreme emotional states during a speech:

– Anger (negative attitude);
– Calmness (neutral attitude);
– Joy (positive attitude).
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In addition, during the development of this approach
it was found that the assessment of congruence by the
general consistency of human emotions and the analysis
of particular indicators allows not only to identify incon-
gruence, but also to indicate the unnatural nature of its
origin (to distinguish a simply incongruent person from
a deepfake). One of the promising areas of application
of the technology is the identification of unreliable or
unverified multimedia content on the open Internet, ver-
ification and training of HR candidates and contractors
for business.

This research is financially supported by The Russian
Science Foundation, Agreement�17-71-30029 with co-
financing of Bank Saint Petersburg.
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