
CYBERNETICS AND PHYSICS, VOL. 3, NO. 2, 2014 , 66–72

AN EFFICIENT NUMERICAL METHOD
FOR PARABOLIC EQUATIONS

Sergey Miginsky
Center for Quantum-Beam-based

Radiation Research
Korea Atomic Energy

Research Institute
Republic of KOREA

Budker Institute of Nuclear Physics
Russia

miginsky@gmail.com

Seong Hee Park
Center for Quantum-Beam-based

Radiation Research
Korea Atomic Energy

Research Institute
Republic of KOREA
shpark@kaeri.re.kr

Kitae Lee
Center for Quantum-Beam-based

Radiation Research
Korea Atomic Energy

Research Institute
Republic of KOREA

klee@kaeri.re.kr

Kyu-Ha Jang
Center for Quantum-Beam-based

Radiation Research
Korea Atomic Energ

Research Institute
Republic of KOREA
kyuha@kaeri.re.kr

Young Uk Jeong
Center for Quantum-Beam-based

Radiation Research
Korea Atomic Energ

Research Institute
Republic of KOREA
yujung@kaeri.re.kr

Nikolay Vinokurov
Center for Quantum-Beam-based

Radiation Research
Korea Atomic Energ

Research Institute
Republic of KOREA

Budker Institute of Nuclear Physics
Russia

N.A.Vinokurov@inp.nsk.su

Abstract

Parabolic partial differential equations frequently
arise in computational physics. For instance, a nonsta-
tionary heat equation and diffraction one in a paraxial
approach are of this type. A system of ordinary dif-
ferential equations obtained from the initial one by dis-
cretization of the spatial Laplace operator is stiff or has
rapidly oscillating parasitic solutions, so an A-stable
method is to be used to solve it. All these methods in-
clude decomposition of a huge size matrix, so can not
be effective. In addition, a conventional three-node nu-
merical formula for the Laplacian provides only second
approximation order that is also not effective.

An efficient numerical method for parabolic equations
is proposed and investigated. It is based on the second
order Rosenbrock method for the independent coordi-
nate with a special procedure of matrix pseudoinver-
sion and a three-node formula with a Numerov’s cor-
rector for the spatial Laplacian.

Key words

Parabolic equation, 4th spatial order numerical
method, 2nd temporal order A-stable numerical
method, Numerov’s corrector, implicit pseudoinversion
of infinite matrices.

1 Introduction
Parabolic partial differential equations (PPDE) often

arise in computational physics. We shall consider here
a particular case of PPDE without first spatial deriva-
tives and in a homogeneous space:

∂

∂t
ϕ(x, t) = D∆ϕ(x, t) + f(x, t), (1)

where ϕ, x, and f can be scalars or vectors. Note that
D can be real, as in the heat equation or imaginary as
in the paraxial diffraction one. If one discretizes the
right part by x using, say, a conventional three-node
formula, then he obtains a set of ordinary differential
equations (SODE) to be solved using some numerical
method along t. The problem is that the SODE ob-
tained is stiff (ifD is real) or has rapidly oscillating par-
asitic solutions (if D is imaginary; also usually called
”stiff”). Let us demonstrate it. Consider a unidimen-
sional scalar PPDE:

∂

∂t
ϕ(x, t) = D

∂2

∂x2
ϕ(x, t) + f(x, t).

Taking a uniform spatial grid of a step ∆ and applying a
three-node approximation formula for the Laplace op-
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erator

∂2

∂x2
ϕ(x) ∼ ϕ(x+∆x) + ϕ(x−∆x)− 2ϕ(x)

(∆x)2
, (2)

one obtains a SODE:

∂

∂t
ϕ(xj , t) = D

ϕ(xj+1) + ϕ(xj−1)− 2ϕ(xj)

(∆x)2

+ f(xj , t),

where j is the node index. The corresponding homoge-
neous SODE

∂

∂t
ϕ(xj , t) = D

ϕ(xj+1) + ϕ(xj−1)− 2ϕ(xj)

(∆x)2
(3)

has the following full set of solutions:

ϕ(xj , t) = Aexp(ikx+ λt),

where A is an arbitrary amplitude, i is the imaginary
unit, and

λ =
2D

(∆x)2
(cos(k∆x)− 1) , 0 ≤ |k| ≤ π

∆x
.

Thus, λ varies from 0 to −4D/(∆x)2. If one would
like to improve accuracy and decrease ∆x, the min-
imum λ/D ratio tends to minus infinity. We do not
need these rapidly decreasing (if D is real) or oscillat-
ing (if D is imaginary) solutions, but they exist and de-
stroy the stability of conventional numerical methods.
It forces to decrease the integration step ∝ ∆x2 and
makes the procedure very ineffective [Hairer and Wan-
ner, 1996]. One can use a dedicated method for stiff
equations, but all of them need to calculate a Jacobian
matrix, then some other matrix specific for the method
and to invert it. Of course, the inversion is never exe-
cuted explicitly. LU decomposition is used instead. Al-
though the initial matrix for n dimensions is sparse (the
number of off-diagonal elements in each row is propor-
tional to n) and corresponds to an n-dimensional graph,
its filling increases dramatically during the decomposi-
tion process, so the cost is unacceptably high for any
significant spatial grid size. The necessary number of
operations is proportional to N3/2 in 2D- and N2 in
3D-space, where N is the number of nodes in the spa-
tial grid, [Pissanetzky, 1984] Table 4.1. Another signif-
icant note is that if D is pure imaginary, the method is
to be stable in the whole left complex half-plane of the
eigenvalues of the SODE, so no A(α)-stable multistep
method can be applied in this case.

2 Numerical Method
As there is no effective numerical method for the gen-

eral case, ones for particular cases should be developed.
The basic idea is to avoid extremely expensive explicit
LU decomposition of a huge matrix claimed by all A-
or A(α)-stable numerical methods for SODE.

2.1 Basic Method
First of all, consider a simplest numerical method for

the two-dimensional equation (1)

[
∂

∂t
−D

(
∂2

∂x2
+

∂2

∂y2

)]
ϕ(x, y, t)

= f(x, y, t). (4)

Generate a regular rectangular grid with steps ∆x and
∆y for x and y respectively, consider function values
in its nodes only, and replace the initial Laplacian by
the numerical one[

d

dt
−D

(
Ax

∆x2
+

Ay

∆y2

)]
ϕ⃗(t) = f(t), (5)

where ϕ⃗ and f are vectors, while Ax and Ay are ba-
sis matrices of the numerical Laplacian. The forms of
the matrices depend on the method of numeration of
nodes in the grid. All their diagonal elements are -2,
and they have not more than two off-diagonal elements
Ajl = 1, where j and l are the numbers of neighbours
by x and y respectively. For example, if one numbers
nodes consequently within each raw (y = const) and
then rows (also consequently), Ax will be tridiagonal.
Each Ax and Ay can be reduced to the tridiagonal form
by simultaneous permutation of rows and columns (that
is renumbering of grid nodes), but not simultaneously.
Both are always sparse.
Next choose a step τ for t and apply an A-stable one-

stage Rosenbrock method of the second order [Rosen-
brock, 1963]

ϕ⃗(t+ τ) = ϕ⃗(t) + τ

(
I− τ

2
D

(
Ax

∆x2
+

Ay

∆y2

))−1

×D
(

Ax

∆x2
+

Ay

∆y2

)
ϕ⃗(t) + τ f(t+ τ/2). (6)

The term f(t) not depending on x and y does not af-
fect the stability, so it is not necessary to include it to
the Rosenbrock method explicitly. Now one needs to
factorize (

I− τ

2
D

(
Ax

∆x2
+

Ay

∆y2

))

to make a step by this method. Although the matrix
is sparse, it corresponds to a flat graph, and the proce-
dure seems to be very expensive. Let us try to find a
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more effective way to solve Eq. (6). Decompose the
Rosenbrock corrector into two parts:

ϕ⃗(t+ τ) = ϕ⃗(t) + τ

(
I− τ

2
D

Ax

∆x2

)−1

×
(
I− τ

2
D

Ay

∆y2

)−1

D

(
Ax

∆x2
+

Ay

∆y2

)
ϕ⃗(t)

+τ f(t+ τ/2). (7)

This equation differs from Eq. (6), so check its stabil-
ity properties first. f(t) does not affect stability, so we
should analyze a homogeneous equation

ϕ⃗(t+ τ) = ϕ⃗(t) + τ

(
I− τ

2
D

Ax

∆x2

)−1

×
(
I− τ

2
D

Ay

∆y2

)−1

D

(
Ax

∆x2
+

Ay

∆y2

)
ϕ⃗(t). (8)

Regard the grid as infinite by both coordinates. Con-
sider a spatial harmonics (kx)

j
(ky)

l, where |kx| =
|ky| = 1, while j and l are the indices of nodes by
x and y respectively. Then a step (8) is equivalent to
multiplication of ϕ⃗ by

α = 1 +Dτ
(kx − 1)2/(kx∆x

2) + (ky − 1)2/(ky∆y
2)

(1−Dτ(kx − 1)2/2(kx∆x2))

→
(1−Dτ(ky − 1)2/2(ky∆y2))

=
(1−Dx)(1−Dy)

(1 +Dx)(1 +Dy
, (9)

where Dζ = Dτ(1 − Rekζ)/(∆ζ)2, and ζ is x or y.
Then

|α| =
∣∣∣∣ (1−Dx)

(1 +Dx)

∣∣∣∣ · ∣∣∣∣ (1−Dy)

(1 +Dy)

∣∣∣∣ .
Note that the expression consists of two multipliers de-
pending on kx and ∆x or ky and ∆y only, so we can
analyze them separately and similarly.

∣∣∣∣ (1−Dx)

(1 +Dx)

∣∣∣∣ =
√
ξ2 − ξ + η2 + 1√
ξ2 + ξ + η2 + 1

,

where ξ = ReDx and η = ImDx. ξ ≥ 0, otherwise the
initial equation (4) has infinitely increasing solutions,
so is unstable itself. In this case

ξ2 + ξ + η2 + 1 ≥ ξ2 − ξ + η2 + 1.

Thus |α| ≤ 1 and the modified method (7) is A-stable.

Let us check the approximation order of Eq. (7). The
Rosenbrock corrector in Eq. (6) can be written in the
following form:

(
I− τ

2
(Jx + Jy)

)−1

,

where Jζ = DAζ/∆ζ
2are the Jacobian matrices of

the split right part. We need further two properties
of Jζ . First one is that they have equal eigenvectors
(kx)

j
(ky)

l, where |kx| = |ky| = 1 (corresponding to
the eigenvalues D(kζ + k−1

ζ − 2)/∆ζ2), and this set
is a basis. This statement is trivial and can be easily
verified by substitution. Second one is commutativity
JxJy = JyJx. Let us prove it. Note first that the coor-
dinates x and y are absolutely similar and the difference
between Ax andAy is due to the numeration way of
the spatial grid. Thus Ay can be obtained from Ax by
appropriate renumbering of nodes or, in other words,
by a number of simultaneous permutations of rows and
columns of equal numbers:

Jy = PM · · ·P1 ·Ax ·P1 · · ·PM ,

where Pj are elementary permutation matrices that
is identity matrices with two permutated rows (or
columns, this is equal), PT = P−1

j = Pj . Then

AxAy = Ax ·PM · · ·P1 ·Ax ·P1 · · ·PM

=
(
PT
M · · ·PT1 ·AT

x ·PT1 · · ·PTM ·AT
x

)T
= AyAx,

as Aζ and Pj are symmetric. Hence Jx and Jy are also
commutative. Then

(
I− τ

2
(Jx + Jy)

)−1

=

((
I− τ

2
Jx

)(
I− τ

2
Jy

)
− τ2

4
JxJy

)−1

=
(
I− τ

2
Jy

)−1 (
I− τ

2
Jx

)−1

+O
(
τ2
)
,

Thus the neglected term has the order τ3 (together
with combined with the right part in Eq. (6)) and
does not affect the approximation order. If Jx and Jy
have eigenvalues gx and gy (see above) for some com-
mon eigenvector than the residual term of the method
is τ3(g3x + g3y)/12.

2.2 Factorization of infinite matrices
Suppose that the Rosenbrock matrices I − τJζ/2 in

Eq. (7) are infinite, or, in other words, the area in xy-
plane is infinite. Suppose also the spatial grid is numer-
ated in such a way that Jζ is tridiagonal. Let us apply
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Gaussian elimination by rows top-down to the each of
them. If the initial matrix is


· · · · · · · ·
· · · 0 b a b 0 0 · · ·
· · · 0 0 b a b 0 · · ·
· · · · · · · ·

 ,

then the stationary state after elimination of some part
of upper rows is


· · · · · · ·
· · · 0 c b 0 0 · · ·
· · · 0 b a b 0 · · ·
· · · · · · ·

 ,

where the third row is to be eliminated in the current
step. The condition

a− b2/c = c

is equivalent to the process stationarity. This equation
has two solutions

c =
1

2

(
a±

√
a2 − 4b2

)
and only one with “+” sign gives a stable process. In
our case

a = 1 +
τD

∆ζ2
, b = − τD

2∆ζ2

Thus we LU decomposed an infinite matrix
(I− τJζ/2):

L =


· · · · · · ·
· · · 0 b/c 1 0 0 · · ·
· · · 0 0 b/c 1 0 · · ·
· · · · · · ·

 ,

U =


· · · · · · ·
· · · 0 c b 0 0 · · ·
· · · 0 0 c b 0 · · ·
· · · · · · ·

 .

Now we do not need to factorize the matrix in Eq.
(6) explicitly. Instead, we only are to apply back-
substitution with known coefficients, namely the fol-
lowing procedure for x and y coordinates consequently:

10. ϕj ← ϕj/c; j = 1...N,

20. ϕj+1 ← ϕj+1 − bϕj ; j = 1...N,

30. ϕj ← ϕj − b/cϕj ; j = N...1,

where ϕj and ϕj+1 mean the function values in the
neighboring nodes spaced by ∆x or ∆y. “←” means
“set the value to the memory cell”. The procedure is ap-
plied to each line of the grid by x and y independently.
Steps 1o and 2o are executed in one direction, while 3o

in the opposite. The order of x− and y−stages does
not affect the result due to commutativity of the partial
matrices.
In the long run, we obtained an algorithm of N com-

putational complexity, whereN is the number of nodes
in the grid. The method can be easily extended to any
spatial dimension, and the time complexity remains N .
It is worth to remind, for comparison, that the most ef-
fective algorithms for sparse matrices have the factor-
ization computational complexities N3/2 for 2D grids,
N2 for 3D ones, etc. ([Pissanetzky, 1984] Table 4.1).
Note that boundary conditions can not be applied rea-
sonably in this algorithm, as even a huge finite matrix
being factorized differs from infinite one near the edges
of the spatial grid.

2.3 Boost of the approximation order
The approximation order of the obtained algorithm is

two that seems to be not so good. Let us try to im-
prove this feature using the Numerov’s formula [Hairer,
Norsett, and Wanner, 1993] Chapter III (10.8)

1

12
ϕ”(x−∆x) +

5

6
ϕ”(x) +

1

12
ϕ”(x+∆x)

∼ ϕ(x−∆x)− 2ϕ(x) + ϕ(x+∆x)

∆x2
. (10)

The formula permits to calculate the second derivative
of a function and has the fourth approximation order.
Its drawback is that it is implicit. In our case this draw-
back does not matter at all, as substitution of Eq. (10)
instead of Eq. (2) into Eq. (4) means change in the
matrices coefficients in Eq. (7) only.
Let us define two Numerov’s matrices AN

x and AN
y

similar to Ax and Ay above: all their diagonal ele-
ments are 5/6, and they have not more than two off-
diagonal elements Ajl = 1/12, where j and l are the
numbers of neighbours by x and y respectively. Then a
forth order approximation of the second derivative is

∂2ϕ

∂ζ2
∼

(
AN
ζ

)−1 Aζ

∆ζ2
ϕ⃗.

Substituting this equation into Eq. (4) one obtains

[
d

dt
−D

((
AN
x

)−1 Ax

∆x2
+
(
AN
y

)−1 Ay

∆y2

)]
ϕ⃗(t)

= f(t)

instead of Eq. (5). The Rosenbrock method transforms
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it into

ϕ⃗(t+ τ) = ϕ⃗(t)

+τ

(
I− τ

2
D

((
AN
x

)−1 Ax

∆x2
+
(
AN
y

)−1 Ay

∆y2

))−1

×
((

AN
x

)−1 Ax

∆x2
+
(
AN
y

)−1 Ay

∆y2

)
ϕ⃗(t)

+τ f(t+ τ/2)

and further

ϕ⃗(t+ τ) = ϕ⃗(t)τ

(
I− τ

2
D

(
AN
x

)−1 Ax

∆x2

)−1

×
(
I− τ

2
D

(
AN
y

)−1 Ay

∆y2

)−1

×D
(
τ

2
D

((
AN
x

)−1 Ax

∆x2
+
(
AN
y

)−1 Ay

∆y2

))
ϕ⃗(t)

+τ f(t+ τ/2)

= ϕ⃗(t)

+τ

(
AN
x −

τ

2
D

Ax

∆x2

)−1 (
AN
y −

τ

2
D

Ay

∆y2

)−1

×D
(
AN
y

Ax

∆x2
+AN

x

Ay

∆y2

)
ϕ⃗(t) + τ f(t+ τ/2)

after decomposition. Properties AN
ζ Aψ = AψA

N
ζ ,

where ζ and ψ mean x or y, and AB = BA ⇒
AB−1 = B−1A were used above. The coefficients
in the matrices to be decomposed are now

a =
5

6
+

τD

∆ζ2
, b =

1

12
− τD

2∆ζ2
.

Also two additional products by AN
x and AN

y are to be
calculated in the new method.
In comparison with Eq. (7), we only improved the ap-

proximation order for spatial coordinates, so we do not
need to check those of the whole method once more.
However, we should analyze its stability properties. Let
us make a similar formula manipulation as Eq. (7)→
Eq. (9).

α = 1 +
Dτ

12

×
(k2y + 10ky + 1)(kx − 1)2/(kxky∆x

2)(
(k2x+10kx+1)

12kx
− Dτ(kx−1)2

(2kx∆x2)

)
→ +(k2x + 10kx + 1)(ky − 1)2/(kxky∆y

2)(
(k2y+10ky+1)

12ky
− Dτ(ky−1)2

(2ky∆y2)

)
=

(Nx −Dx)(Ny −Dy)

(Nx +Dx)(Ny +Dy)
,

where Dζ were defined above, and Nζ = 5/6 +

1/6Rekζ . Substituting dζ = Dζ/Nζ we find

|α| =
∣∣∣∣ (1− dx1 + dx

· 1− dy
1 + dy

∣∣∣∣ .
Redζ ≥ 0 for the same reason as ReDζ ≥ 0, so the
new method is also A-stable.

3 Numerical Test
Let us use the well-known equation for paraxial wave

propagation [Levy, 2000] Eq. (2.21)

[
2ik

∂

∂z
+

(
∂2

∂x2
+

∂2

∂y2

)]
u = 0 (11)

in free space without sources. z is the independent co-
ordinate here (as t previously), and k is the wavenum-
ber. This equation has an analytical solution for the
fundamental Gaussian mode, so we can easily evaluate
the accuracy. The exact solution is

|u| = uo
wo
w

exp(−r2/w2),

where uo is the initial amplitude at the axis, wo is the
initial size, r2 = x2 + y2, and

w2 = w2
o

[
1 +

(
2z

kw2
o

)2
]
.

The radius of curvature of the wavefront is

R = z

[
1 +

(
kw2

o

2z

)2
]
.

One should multiply |u| by the phase factor

exp

(
i
kr2

2R

)
to obtain the full complex amplitude. In the one-
dimensional case, the equation is

(
2ik

∂

∂z
+

∂2

∂x2

)
u = 0, (12)

and its exact solution is

|u| = uo

√
w

wo
exp(−x2/w2).

The phase factor is

exp

(
i
kx2

2R

)
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Table 1. Relative accuracy of the basic method

Nodes per grid half-size Steps by z |∆u/u|

One dimension

60 32 8× 10−4

60 25 8.3× 10−4

60 16 1× 10−3

60 8 2× 10−3

60 4 6× 10−3

60 2 1.8× 10−2

60 1 4.6× 10−2

15 32 1.1× 10−2

30 32 3× 10−3

120 32 2.5× 10−4

Two dimensions

60 32 1× 10−3

60 16 1.2× 10−3

60 8 1.9× 10−3

42 32 2× 10−3

30 32 4× 10−3

15 8 1.7× 10−2

84 32 5.6× 10−4

Table 2. Relative accuracy of the improved method

Nodes per grid half-size Steps by z |∆u/u|

60 32 8.8× 10−5

30 32 1.2× 10−4

15 32 6.5× 10−4

8 32 8.3× 10−3

Every time numerical simulation was conducted in the
interval z = [0, kw2

o/2], and the initial radius of curva-
ture was R =∞. In this case the final size exceeds the
initial one by

√
2 times. The grid half-size was 4.5wo,

which is quite enough to suppress any significant influ-
ence of the edges. The purpose of the numerical test
was not detailed investigation of the algorithm proper-
ties for various equations, but only a proof of its work-
ability and stability, and an estimation of its accuracy.
The results for the basic method and the improved one
are collected in Table 1 and Table 2 respectively. Only
the 2D problem Eq. (11) results are presented for the
improved method.
It is clear from Table 1 that the basic method is sta-

ble for all the reasonable ratios ∆z/∆x. For exam-

1 10
Steps by Z

1x10
-4

1x10
-3

1x10
-2

1x10
-1

R
e
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ti
v
e

 a
c
c
u

ra
c
y

Figure 1. Basic method accuracy vs number of integration steps
(solid). 0.1/N2 (dashed)
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Figure 2. Basic method accuracy vs number of nodes per grid half-
size (solid). 3/N2 (dashed)

ple, ∆z/k∆x2 ≈ 90 for one step by z and 60 nodes
per grid half-size, and the method still gives quite rea-
sonable solution in this case. For reference, the Euler
method applied to Eq. (12) → (3) is unstable for any
∆z/k∆x2, as in this case

max |α| = |1 + 2ik∆z/k∆x2| > 1.

For the most well-known Kutta method [Hairer, Nosett,
and Wanner, 1993] Chapter II Table 1.2

|α| = 1

24

√
ϑ8

(
∆z

k∆x2

)8

− 8ϑ6
(

∆z

k∆x2

)6

+ 576,

where ϑ ∈ [0, 2]. In this case max |α| > 1 if
∆z/k∆x2 >

√
2.

The dependence of the relative accuracy of the basic
method on the number of steps is shown in Fig. 1. The
data from Table 1 were used. One can see the error de-
creases a little slower than the number of steps to the
minus second power. It means the “practical” approx-
imation order in this case is a little less than two. The
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Figure 3. Improved method accuracy vs number of nodes per grid
half-size (solid). 30/N4 (dashed)

dependence of the accuracy on the number of nodes is
represented in Fig. 2. The “practical” approximation
order here is exactly two.
The results for the improved method are placed in

Fig. 3. One can see that the “practical” approximation
for xy is four and the accuracy is limited by ∆z. The
improved method is obviously better than the basic one
as the grid size necessary for some reasonable accuracy
is much smaller in this case. Some more details one can
find in [Miginsky, 2011].

4 Discussion and Conclusions
Thus we obtained an effective numerical method for

parabolic partial differential equations of arbitrary di-
mension and no boundary condition. Its spatial approx-
imation order is four and the temporal one is two, while
its computational complexity is the number of spatial
nodes. It is stable for arbitrary ratio of spatial and tem-
poral steps. The method has been numerically tested,
and the tests proved its operability, approximation or-
der, and stability.

The spatial approximation order can be enhanced us-
ing, say, five-node numerical Laplacian approximation
with a Numerov-like corrector. Hardly it makes any
practical sense. The temporal order can be raised us-
ing a higher order Rosenbrock method. In this case the
right part f(t) not depending on ϕ⃗ should be integrated
over a step using a higher-order quadrature, say, Simp-
son’s one having the 4th order. Boundary conditions
can be introduced for some price: it is necessary to de-
compose once the appropriate (split) matrices for each
spatial coordinate and keep their elements.
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