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Abstract

This paper examines mixed tracking control and hy-
brid synchronization of two identical 5-D hyperchaotic
Lorenz systems via active control technique. The de-
signed control functions for the mixed tracking enable
each of the system state variables to stabilize at differ-
ent chosen positions as well as control each state vari-
ables of the system to track different desired smooth
function of time. Also, the active control technique is
used to design control functions which achieve projec-
tive synchronization between the slave state variables
and the master state variables. We also show that the
coupling strength is inversely proportional to the syn-
chronization time. Numerical simulations are carried
out to validate the effectiveness of the analytical tech-
nique.
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1 Introduction

Since the discovery of the first chaotic system by
Lorentz in 1963 many new chaotic systems have been
successively developed [Chen and Ueta, 1999; Chua
and Lin, 1990; Qi et al, 2005; Rossler, 1976]. Chaos
has gradually moved from simply being a scientific
curiosity to a promising subject with practical sig-
nificance and applications in different fields such as
communication[Mengue and Essimbi, 2012], biologi-
cal systems[Shi, 2012], economics and other fields.
During the beginning of the last decade, one of the
most fascinating discoveries that transformed research
in the field of nonlinear dynamics and chaos theory is
the fact that two or more chaotic systems evolving from
different initial conditions can be made to synchronize,
either by coupling the systems (locally or globally) or
by forcing them. Synchronization means that the state

of a response system eventually approaches that of a
driving system. This was first demonstrated by Pecora
and Carroll [Pecora and Carroll, 1990]. Unrelenting
research in chaotic systems has given rise to different
types of synchronization including complete synchro-
nization (CS) [Pecora and Carroll, 1990], generalized
synchronization (GS) [Kacarev and Parlitz, 1996], pro-
jective synchronization (PS) [Mainieri and Rehacek,
1999], function projective synchronization (FPS)[An
and Chen, 2008] amongst others.

Chaotic behaviours could be beneficial feature in
some cases, but can be undesirable in some engineer-
ing, biological and other physical applications; and
therefore it is often desired that chaos should be con-
trolled, so as to improve the system performance. Thus,
it is of considerable interest and potential utility, to
devise control techniques capable of forcing a system
to maintain a desired dynamical behaviour even when
intrinsically chaotic. The control of chaos and bifur-
cation is concerned with using some designed control
input(s) to modify the characteristics of a parameter-
ized nonlinear system. There might be need for dif-
ferent components of a chaotic system will be required
to follow different trajectories when controlled, there-
fore, the need for mixed tracking or control. A number
of methods such as OGY closed-loop feedback method
[Ott, Grebogi and Yorke, 1990], active control [Bai and
Lonngren, 1997], active backstepping [ Zhang, Ma, Li,
and Zou, 2005] and recursive active control [Vincent,
Laoye, and Odunaike, 2009] exist for the control of
chaos in systems. Chaos control is considered as a spe-
cial case of chaos synchronization. Despite the numer-
ous advantages of mixed tracking, no research work has
been done in this regard to the best of our understand-
ing.

The active control method introduced by [Bai and
Lonngren, 1997] is efficient technique for the synchro-
nization of chaotic systems because it can be used to
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synchronize non-identical systems. The active con-
trol scheme has received considerable attention dur-
ing the last decade. Applications to various systems
abound some of which include Rossler and Chen sys-
tem the electronic circuits which model a third-order
”jerk” equation Lorenz, Chen and Lu system geophys-
ical model nuclear magnetic resonance (NMR) mod-
eled by the nonlinear Bloch equations, RCL-shunted
Josephson junction, inertial ratchets and most recently
in extended Bonhoffer-Van der Pol oscillator.

A chaotic system has been defined as one with sensi-
tive dependence on initial condition and possess at least
one positive Lyapunov exponent. An hyperchaotic sys-
tem is one with more than one positive Lyapunov expo-
nent[Li, 2012]. Notable hyperchaotic systems include
[Kapitaniak and Chua, 1994; Ning and Haken, 1990;
Rossler, 1979]

2 System Description

The Lorenz system [Lorenz, 1963] was the first
chaotic system to be modeled and one of the most
widely studied. The original formula was modified into
a 4D hyperchaotic system while Hu [Hu, 2009] con-
structed a 5-D hyperchaotic Lorenz system by intro-
ducing two state feedback to the classical 3-D Lorenz
system. The new system, which can generate hyper-
chaotic attractors with three positive Lyapunov Expo-
nents (LEs) is described by (1)

T1 = —0x1 +0%2 + 24

To =TXx] — Xo + T1T3 — X5

T3 = —PBr3 + 1172 )
T4 = —x123 + k1424
T5 = kog¥2

where o, [, r are the parameters of the system and
k14, kog are the bifurcation parameters. When param-
eters are set by default as ¢ = 10, 8 = %, r =
28, kig = 2, koqe(2,12), the system (1) behaves
hyperchaotically with three positive LEs. The hyper-
chaotic attractor of the system is shown in figure (1).

3 Tracking Control of SD Hyperchaotic Systems
3.1 Design of controllers

We aim to design controllers that will enable (1) to
be controlled to a predefined rule. To make it more
flexible and adaptable, we preset the controls on each
component of the 5D hyperchaotic system to different
functions. The system (1) with the control parameters
added are given as

T1 = —0x1 + 0% + T4+ U

3.5'2 =7rr] — T2 +T1T3 — T + U2

3 = —fBw3 + 2172 + U3 2
T4 = —T173 + k14T4 + Uy

5 = koqTa + us
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Figure 1.  Attractors of 5-D hyperchaotic Lorenz system.

The error function is defined as

er =1 — f1
ex =3 — fo
e3 =13 — f3 3
€4 =x4— fa
es =25 — [5

where f; are functions to be determined. Differentiat-
ing equation (3), we have

ér=i1— fi
by = o — fo
é3 = @3 — f3 )
é4 =4 — fa
és =5 — f5

substituting (3) and (4) into (1), we have

é1=—o(er + f1) +olea+ fo) + (ea + fa) +ur — fi

éa =7(e1 + f1) — (ea + fo) — w123 — (e5 + f5) +ua — fo

é3 = —fB(es + f3) + x172 + Uz — fs
1= —w123 + kra(es + fa) + ua — fa
€5 = k’gd(ez + fo) +us — f5
&)

eliminating terms which cannot be expressed as linear
terms in eg, g, €3, e4, €5 and solving for u(t),

w =ofi—ofs— fa+ fi+vi(t)

Uy = —rf1 + fo+ 2123+ f5 + fo + vat

ug = Bfs — x129 + f3+ vs(t) (6)
us = 2123 — kiafa + f1 + va(t)

Us = —kzdf2+f5+v5(t)
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the parameter v; will be obtained later. Substituting (6)
into (5), the differential of the error becomes

é1 = —oe1 +oeg + eq + v1(t)

éa =Tey — ey — e5 + va(t)

é3 = —Pes +v3(t) )
é4 = kiqeq + U4(t)

és5 = kaqea + vs(t)

Using the active control method, a constant matrix A is
chosen which will control the error dynamics (7) such
that the feedback matrix is

(%1 (t) €1
(%] (t) €2
v3(t) | = A es (®)
v4(t) eq
Vs (t) €5

Thus, the matrix A is chosen to be of the form

M+o0) -0 0 —1 0
—r  (A2+1) 0 0 1
A= 0 0 A3+ 5) 0 0
0 0 0 (M +kq) O
0 —kog 0 0 As
)

The eigenvalues A1, A2, A3, Mg, A5 are chosen to be
negative.

3.2 Numerical simulation

In the simulation, the fourth-order Runge-Kutta inte-
gration method is used to solve the differential equation
with time step size equal to 0.0001 and the following
initial conditions (z1, z2, z3,z4,25) = (0,1,0,1,0).
The system parameters are chosen as ¢ = 10, 8 =
S8, r = 28, kig = 2, koqe(2,12), so the sys-
tem behaves hyperchaotically. We set f; = bsin(¢),
fo = at’,f3 = k, fi = ¢+ dsin(t) and f5 = at’.
Where b = 5, a = 0.1, ¢ = 2, d = 50. The re-
sults are presented in figure (2). The effectiveness of
the control can be seen as various components of the
system converges to the preset functions when the con-
trols are applied at time ¢ > 0. Before the activation of
the controls, the system behaves chaotically while the
trajectory was changed to the present function on the
activation of the control.
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Figure 2. Components of 5D hyperchaotic Lorenz system when
controlled to different with different functions when the controls are
applied at time £ = 20. The control functions are (a) tracking of
fi=0b Sin(t) by 1, (b) tracking of fo = at? by X2,(c) track-
ing of f3 = k by x3, (d) tracking of f4 = ¢ + dsin(t) by x4
and (e) tracking of fr = at? by T5.

4 Projective Synchronization of 5D System
We define the master system as equation (1) and the
slave system as

U1 = —oy1 + oy2 + ya + ur(t)
Yo = TY1 — Y2 + Y1Y3 — Y3 + ua(t)
U3 = —Bys + y1y2 + us(t) (10)

Us = —y1y3 + kraya + ua(t)
Us = kaqy + us(t)

The goal of this synchronization is to determine the
control function (uq (t), ug (), us(t), ua(t), us(¢)). The
error dynamics of the projective synchronization be-
tween (1) and (10) is defined as

€; =Y — ax; (11)

where i = 1,2, ...,5 and « is the scaling factor.

4.1 Design of Control Functions
By subtracting (1) from (10) and using the notation in
(11), we obtain

é1 = —oe1 +oeg + eq + ui(t)

€y =Tey — ey — e3 — Y1y3 + ar1x3 + us(t)

é3 = —fBez + y1y2 — ar17 + uz(t) (12)
¢4 = kigeq — y1y3 + axix3 + ug(t)

é5 = kagea + us(t)

To achieve asymptotic stability of system (12), we
eliminate terms which cannot be expressed as linear



34

terms in eq, €3, €3, €4, €5 as follows:

u(t) = vi(?)

us(t) = —axix3 + y1ys + va(t)

uz(t) = arize — y1y2 + v3(t) (13)
uy(t) = —ax1x3 + y1y3 + va(t)

us(t) = vs(t)

substituting (13) into (12)

é1 = —0e1 +oey + ey +U1(t)
ég =1re; — ez —e3+ ’l)g(t)
é3 = —fes + v3(t) (14)

€4 = kigeq + va(t)
é5 = koges + vy (t)

Using the active control method, a constant matrix A is
chosen which will control the error dynamics (12) such
that the feedback matrix is

V1 (t) e1
Ug(t) €9
U3(t> =A €3 (15)
1}4(t) €4
’U5(t) €5
with
M +0) —0o 0 -1 0
—o (Ma+1) 0 0 1
A= 0 0 (A+8) 0 0
0 0 0 (A—Fkw) O
0 —kaq 0 0 As

(16)
In (16) the five eigenvalues A1, A2, A3, Ag, A5 are cho-
sen to be negative in order to achieve a stable projec-
tive synchronization between two identical 5D hyper-
chaotic system.

4.2 Numerical simulation

Numerical solutions were carried out using fourth
order Runge-Kutta integration scheme to solve sys-
tems (1) and (10) with the following initial con-
ditions (x1,x2,x3,z4,25) = (0,1,0,1,0) and
(v1,Y2, Y3, Y, Y5) = (2,2,2,2,2). The system param-
eters are chosen as 0 = 10, § = %, r =28, kig =
2, koq€(2,12), so the system behaves hyperchaotically.
The error dynamics of the system when the controls
are activated at time ¢ > 20 is shown in 3. The the syn-
chronization errors between the two system is seen to
converge to zero. Figures 4 - 8 shows the dynamics of
the state variables (x and y) of the system when com-
pared after activation of control at time ¢ > 0 and value
of & = 2.0. The trajectory of the master is seen to be
twice that of the slave as expected. A quantity called
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Figure 3. Error dynamics of the state variables when the control

functions are activated for ¢ > 20.
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Figure 4. Dynamics of the state variable 1 and 97 when controls
are activated at @ = 2.0 and ¢ > 0.

synchronization time which gives a value of when the
error between the two synchronization approaches zero
was also computed. Figure (9) depicts the time it takes
for synchronization to occur as the coupling strength
is increased. From the graph, an exponential decrease
is seen. This synchronization time-coupling strength
graph can be used as a measure of the speed of syn-
chronization. In effect, for the system under consider-
ation the synchronization time is seen to decrease with
increasing coupling strength.

5 Conclusion

We have designed controllers for the control of 5D-
hyperchaotic systems using active control and synchro-
nization of identical 5D hyperchaotic Lorenz systems.
From the results obtained, the tracking control was ef-
ficient and give practical results as each component of
the system were designed to track different functions.
Also, from the error dynamics, synchronization using
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Figure 5. Dynamics of the state variable o and Y2 when controls
are activated at @« = 2.0 and ¢ > 0.

active control yield good results. Furthermore, the ef-
fectiveness of the control obtained was tested using the
synchronization time - coupling strength graph. As the
coupling strength increases, the synchronization time
reduces. The synchronization times obtained are con-
sidered good for practical purposes.
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Figure 8. Dynamics of the state variable 5 and Y5 when controls
are activated at & = 2.0 and ¢ > 0.
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