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Abstract

The article is devoted to the formalization of concept
of impulse-sliding regimes generated by positional im-
pulse control. We have defined the notion of impulse-
sliding trajectory as a limit of network element Euler
polygons generated by a discrete approximation of the
impulse position control. The equations describing the
trajectory of impulse-sliding regime are received.
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1 Introduction

Usually, the positional control algorithms are intro-
duced as a result of change in program control initial
time and initial position to an arbitrary point of time
and an arbitrary position. Such change may lead to the
fact that it will take to realize impulse action at every
instant. This give rise to some sliding impulse. Such
phenomenon from the point of view of the theory of
differential equation needs formalization. Furthermore,
such motion type in the space position originates the
motion sliding on the functional diversity. An impulse-
sliding regimes in systems without delay were consid-
ered in [Zavalishchin and Sesekin, 1983; Finogenko
and Ponomarev, 2013]. An impulse-sliding regimes for
a linear systems with delay were considered in [An-
dreeva and Sesekin, 1997]. The reaction of nonlinear
systems with delay to impulse action is understood in
the sense of paper [Fetisova and Sesekin, 2005]. The
definition of the solution for nonlinear systems with de-
lay from [Fetisova and Sesekin, 2005] is the generaliza-
tion for the notion of solution for the systems without
delay from [Zavalishchin and Sesekin, 1997; Sesekin,
2000].
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2 Formalizing impulse-sliding regime
Consider a dynamic system with impulse control

() = f(t,z(t),x(t — 7)) + B(t,z(t))u, t € [to, V],
)]

with the initial condition
x(t) = @(t), t € [to— T, to)- )

where f(-,-,-) is the function with value in R", B(-,-)
matrix functions of the dimension m X n. Elements of
f and B are continuous functions and are satisfy to the
conditions, which cover the existence and uniqueness
of solution for any summable u(t), x;(-) — function-
prehistory z:(-) = {x(t + s); —7 < s < 0}. The
function ¢(t) is a function of bounded variation at ¢ €
[to - T, to].

We will assume that, the function B(t,z) satisfies
Frobenius condition

0b;;(t, ) Ob;i(t, )
Z (%xl, bui Z 8lacl, buj(t,z).
3)
This condition, according to [Fetisova and Sesekin,
2005; Zavalishchin and Sesekin, 1997] , ensures
uniqueness the solution of the system (1) at the gen-
eral control u(t) (the generalized derivative of bounded
variation function). We note that, there are various
ways of defining a solution for equation (1), which,
broadly speaking, shows that trajectories [Zavalishchin
and Sesekin, 1997] to have different execute. We will
use the definition that is based on the closure of the
set of smooth trajectories in the space of functions of
bounded variation [Zavalishchin and Sesekin, 1997].
Such definition is more natural from control theory
standpoint. This is because the impulse control are of-
ten the some control idealizations operating on a short
period of time and with greater intensity.



By an impulse positional control we shall mean op-
erator t,x¢(-) — U(t,z(t)), mapping the extended
phase space ¢, z(t) into the space of m-vector-valued
distributions

U(t,x(t)) = r(t, (1)) b @)

In this work it is assumed that the delay has only in
f(t,x(t), x(t—7)), and control action of the delay does
not contain. Here r(¢,x(t)) m-dimensional vector-
functional, §; - is the Dirac impulse function concen-
trated at the point ¢. The reaction of the system to the
impulse position control U (t, z(t)) (which we call an
impulse-sliding regime) is defined to be the set of Euler
polygons x"(-), h = max(t;1 — t;) corresponding to
the set of decompositions tg < t; < ... <t, = 9. The
Euler polygons 2" (-) is constructed as left-continuous
function of bounded variation such that this solutions
satisfies to the equation

ity = f(t, 2" (t), 2" (t — 7))+

+ Z B(t, & (t))r(ti, o(t:))0:, )

with the initial condition z(¢) = ¢(t), t € [to—T, to].
The Euler polygons will satisfy the equation

(1) = p(ty) + / F(6, 7€), (€ — 7)) de+

+ D St 2 (b)), r(ti, 2 (t:))) (6)

t, <t

and the jump functions are defined by the equations:

S(ts, 2™ (t:), r(ts, 2" (t:))) = 2(1) — 2(0),  (7)

£(€) = B(t, 2(9))r(ti, 2" (:))), 2(0) = 2"(t;). (8)

The jump function S(¢,x,u) is the solution of the
equation

o> = B(ty). 9
"

Assuming that equality
r(t,z(t) + S, z(t),r(t,z(t)))) = 0. (10)

is correct

This equality means, after the action of an impulse at
the system at time ¢, the phase ¢, x(t) representation is
on the manifold (¢, z(t)) = 0.

3 Properties impulse-sliding regime
Lemma 1. Let for all value ranges t1,ts, 1, T2,
and yo inequalities be carried out

1f (@t z,y)ll < CA+ sup [[z()]]),  AD)

[to—7]
HS(tla $17T(t17x1)) - S(t27x27 T(t27x2))”

SL(|t1—t2|+H.’)§1—$2H). (12)

Then, for all decompositions h and all t € [tg, "] the
set of Euler polygons x"(-) is bounded, what means,
that there exist constant M, that

=" (#)|] < M. (13)

Proof. Under (6) and (11) the following inequality
holds

12" ()] < Hw(to)ll+0/t (1+[ sup _||2"(-)[))+

o to—T,£]
) ISt 2 (k) (i, 2 (E))]. (14)
t; <t
Due to the fact that
S(ti—1, 2" (tio1 +0),7(ti—1, 2" (tio1 +0)) = 0,

in view of (12), we have chain of inequalities

1S (ts, 2" (t:), 7 (t, 2" @) = 1S (t, 2" (83), v (83, 2" ()]~

—S(fi_l, xh(ti_l + 0), T(ti_h l‘h(ti_1 + O)) S

< L(t; —tioy + ||z () — 2" (i1 +0)|])  (15)



At the same time, in view of (11),

[l (t:) — 2" (ti—1 + 0)]] <

S/t £, 2 (€), 2" (€ — 7)]Ide <

1—1

t;
< Clti—tia+ L / (Lt sup [l2"()])de (16)

ti1 [to—T,¢]

In consequence, from (14) in view of (15) and (16) the
following inequality holds

12" @)1 < [le(to)ll + (L + C)(¢ — to)+

t

+L(1+C) / (sup [lZ*())de. (17

to [to—T,&]

Similarly [Lukojanov, 2011], from the last inequality
we get

sup [[z"(-)]] <
[to—T.t]

t

< RHLEON ) +L040) [ s [l ()]
to [to—7,¢

(18)

where

R= sup |lo()l.

[to—T,to]

Applying the estimation for the solution of inequality
from [Bellman and Cooke, 1963] for the inequality (18)
we can write

sup [|2" ()| < (R + (L + C)(9 — to))e" 1+,

which completes the proof of lemma 1.
Note that the constants M can take the value

M = (R+ (L + C)(¥ — tg))eL 1+ W0 —to),

Let D— bounded closed set which belong all items
x"(-). By continuity f(t,z,vy), B(t,) and r(t,x) are
bounded.

Let us introduce the following notation

M= t My = B(t
1= omax Gzl Me = max [[B(E z)l],

M3 = t . 1
2= o [r(t,)] (19)

Lemma 2. Under the assumptions made above, from
each confinal sequence of Euler polygons x"(-) we can
select a subsequence x"» (-), uniformly at (ty, 9] con-
verging to absolutely continuous function x(-). More-
over for all t € (to, V], r(t,z(t)) = 0 (z(t) = p(t) for
t € [to— T, to]), in other words, the limit element of the
impulse-sliding regime moves over the manifold which
is described by the equation r(t,z(t)) = 0.

Proof. The proof of convergence of the network z"(+)
will use generalization Arcels lemma from [Filippov,
1971]. Let 2" (-)— be a confinally sequence. Then,
according to the (6)

e @)= @ < [ 5t (0.0 =)l lds

m(t”)

>

k=m(t’)+1

1S (trey 2™ (1), 7 (s 2™ (11)))]], (20

where m(t)— the nearest point at the left in partition
which is produces of polygons x"i(-). In accordance to

(6),

15t 2" (), 7t 2 (E0)I| =
1S (b 2" (te), (b, 2" (1)) ]|

[[S(tr_1, 2" (th_1 +0),7(tp_1, 2" (tx_1 4+ 0)))]]
Considering (12), we get

(15t 2" (), 7t 2 (Ee)I] <

Lty — tp—1 + ||z (tr) — 2 (tr—1 + 0)]|)

At the same time

&P (1) — 2 (t_y +0) = / " pe e (€)de.



By taking into account (18), we obtain

1Sty 2 (t1), 7 (b 2" (1)) < Ltk — tr—1+

+M1(tk- — tk_1)) = L(l + Ml)(tk — tk-—l) 21

From (20) and (21) it follows that

s (¢) = @ (#)]] < (My 4+ L(1L+ M) = ¢)+

+L(2+ M)t = te,n,) (22)

where ;,,, — the nearest point at the left in partition
h; to the point ¢'. The last inequality allows to apply
generalization Arcels lemma from [Filippov, 1971] and
ensures the existence of a subsequence x"i(-) which
uniformly converges to the function z(+).

Now, we pass to the limit in the inequality (22) at i —
oo. As aresult we have ||z(t”)—z(t)|| < (M;+L(1+
M) —t).

This means that x(t) is an absolutely continuous func-
tion at (o, 9].

Now show that the limit network element 2" (-) be-
longs to manifold r (¢, z) = 0. Let ¢,,,5, — be the near-
est point at the left in partition h; by the time ¢. The
following inequality holds

[l (t, 2 @)1 < [r(, 2 () —r(t, 2™ () +r(t, b (1) <

< lr(t, 2(®)=r(t, & @)+l (b, 2" (i, +0)) =

—r(t ™ ()] < Llla(t) = 2™ @)1 + (t = tomn, )+

+||xhi (tmthi + O) - xhi (t)”] <

< LflJe(t) — 2™ @) + (L + M)(t ~ twm,n,)]

By the uniform convergence of a sequence " () the
first term at right part at the last inequality tends to zero.
The second tends to zero because of 1 — oo h; — 0.
This completes the proof of properties (¢, x(t)) = 0
when t € (o, 9].

Lemma 3. Let r(t, ) be continuously differentiable
vector function on all variables. Then, the following
equality holds

Sty 2 (tr), 7 (tr, 2" (t1))) — S(tr—1, 2" (t—1 + 0),

{aS(E,xh(ﬁ),r(t,wh(f)))

r(tr—1, 3" (te-1+0))) = / k ¢

tp—1

DS(€,2"(©). 6.5() (Br(E.a"(©)
+ or ( o6
LD jie atg)atie - 7)) | de. 2

The validity of the lemma follows from the differenti-
ation formulas of composite function.

Theorem 1. Let all the conditions given above hold.
Then, an impulse-sliding regime on the set (tg, 9] is de-
scribed by the equation

z(to +0) = x(to) + S(to, z(to), r(to, 2(t0)))-

Proof. According to (6) and Lemma 3, 2" (¢) satisfies
equation

(1) = plto) + / S, (€), 2 (€ — 7))de+



_|_

tmh; CL'h'i r .’L‘}”
[t )

Lo

RAG)

GG (L)

+5S(§»Ihi (), r(& 2" (€)))  Ir(E 2" ()
or 0&

Passing to the limit at the last equation and bearing
in mind that x(¢) is absolutely continuous function, we
can see that the theorem is true.

4 Conclusion

The formalization of the impulse-sliding regime for a
nonlinear system with time delay is made. The equa-
tion to describe the limiting element impulse-sliding
regime is obtained.

Acknowledgements

Research was supported by Russian Foundation for
Basic Researches (RFBR) under project No. 13-01-
00304 and the Fundamental Research Program (Project
15-16-1-8) of the Presidium of Russian Academy of
Sciences (RAS) with the support of Ural Branch of
RAS.

References

Zavalishchin, S. T, Sesekin, A. N. (1983) Impulse-
sliding regimes of nonlinear dynamic systems.Differ.
Equations. Vol. 19, no. 5, pp. 562-571.

Finogenko, I. A., Ponomarev, D. V. (2013) About
differential inclusions with positional explosive and
impulsive controls.Proceeding of the Institute of
Mathematics and Mechanics UB RAS. Yekaterinburg
vol. 19, no. 1, pp. 284-299.

Andreeva, 1. Yu., Sesekin, A. N. (1997) Degener-
ate Linear-Quadratic Optimization with Time De-
lay.Autom. Remote Control. Vol. 58, no. 7. PART 1,
pp- 1101-1109.

Fetisova, Yu. V., Sesekin, A. N. (2005) Discontinu-
ous solutions of differential equations with time de-
lay.Wseas transactions on systems. Vol. 4, no. 5,
pp. 487-492.

Zavalishchin, S. T, Sesekin, A. N. (1997) Dynamic
Impulse Systems: Theory and Applications.Kluwer
Academic Publishers. Dolrbrecht, pp. 256.

Sesekin, A. N. (2000). Dynamic systems with
Nonlinear Impulse Structure. Proceedings of the
Steklov Institute of Mathematics.. M.: MAIK,
“Nauka/Interperiodika”, pp. 159-173.

Cartan, H. (1967). Calcul differentiel. Formes differen-
tielles. Hermann Paris.

Lukojanov, N. Yu. (2011). Functional equations of
Hamilton-Jacobi and control tasks with hereditary
information. In Ural Federal University, Yekaterin-
burg. pp. 243.

Bellman, R., Cooke, K. (1963). Differential-difference
equations. Academik Press. New Yourk, London.

Filippov,A. F. (1971).The existence of solutions of gen-
eralized differential equations. Mathematical Notes.
Vol. 10, no. 3, pp. 307-313.



