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Abstract: Control moment gyros (CMG) are actuators for agile spacecraft attitude control. We connect
the problem of moment distribution in CMG with the well-known control allocation problem in
aircrafts. Using this analogy, we propose a novel moment distribution algorithm that is based on a
multidimensional interval bisection technique presentedbefore in a different context.
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1. INTRODUCTION

The Control Moment Gyros (CMG) cluster has been studied
for several decades as a basis for the space vehicles attitude
and momentum control systems (Wie (2008)). Large space
stations such as the Mir and the International Space Station
utilized CMG as primary actuators. Recently, such a research
leaded to the first European high-resolution imaging satellite
being controlled by a pyramid cluster of four single-gimballed
CMG (Thieuw and Marcille (2007)). A renewed practical and
theoretical interest arises in developing and analysis of CMG-
based attitude control systems (see e.g. Lappas et al. (2005);
Somov et al. (1999, 2003, 2007); MacKunis et al. (2008); Bhat
and Tiwari (2006); Davydov et al. (2005); Ignatov and Sazonov
(2007)), especially for small agile satellites.

When we have multiple control effectors (such as more than
three CMG, see Fig. 1) producing moments along different
axes, the control generation problem may not be unique even
if we choose a particular control law. The required moments to
solve an upper-level control problem can be distributed between
available control effectors in different ways.

The CMG steering logic, which generates the CMG gimbal
rate commands for the commanded spacecraft control torques,
is frequently based on the pseudo-inversion of the Jacobian
matrix (Wie (2008)). Despite its computational simplicity, it
suffers from the well-known singularity problem . The problem
characterized by excessively large gimbal rates near a singular
state, where rank of the Jacobian decreases (Wie (2008)). Var-
ious singularity-robust laws have been proposed to avoid this
problem, including some modifications of the original pseu-
doinverse equations as well as using variable-speed CMG (Wie
(2008); Lappas et al. (2004); Ford and Hall (2000); Lee et al.
(2007); Yoon and Tsiotras (2004); Pechev (2007)). Another
drawback of the pseudo-inverse solution is that it may not
utilize the whole attainable angular momentum rates set (MRS),
induced by the gimbal rate constraints (see its definition below).
Note that in practice it is hard to propose an alternative solution
to the pseudoinverse due to the simplicity of its on-board imple-

mentation (Thieuw and Marcille (2007)). Therefore, alternative
steering algorithms having low algorithmic complexity andim-
proved handling of control constraints may be of interest for
CMG control engineers.

Despite the problem of CMG steering logic has been studied
separately for many years, it has a lot of similarities with the
more general problem ofcontrol allocation. Control allocation
is quite useful for control of overactuated systems, and deals
with distributing the total control demand among the individual
actuators. Using control allocation, the actuator selection task
is separated from the regulation task in the control design.

The idea of control allocation allows to deal with control
constraints and actuator faults separately from the designof
the main regulator, which uses virtual unconstrained control
input. In case of fault, instead of reconfiguring the main control
law, we change only the distribution of the virtual control input
among physical actuators.

Thisconstrainedcontrol allocation problem has been attracting
much attention for more than 15 years since the first algorithm
of this type - the so calleddirect allocationapproach (Durham
(1993, 1994)). The reason for a new approach to appear instead
of the pseudoinverse solution (proposed initially for aircraft
control as well as for CMG) was its inability to utilize the whole
attainable set of solutions, which was proved in these first pub-
lications. For many years, control allocation has been studied
almost solely within the aeronautical community, but recently
the idea of control allocation was applied to attitude control
of satellites (based on real-time optimization in Pulecchiand
Lovera (2007)) as well as control of advanced cars (Tondel and
Johansen (2005); Laine and Fredriksson (2008)) and redundant
robotic manipulators (Altay (2006); Pechev (2008)).

It appears that control allocation principles can help to propose
a new solution for CMG control with algorithmic complexity
not exceeding the pseudo-inverse solution. Our solution (ini-
tially proposed for aircraft applications in Demenkov (2005,
2007)) can utilize the whole attainable momentum rates set,
which may be very important for the agility of a satellite. The



Fig. 1. CMG configuration of the pyramid type (courtesy of
Alkan Altay)

time of computation may exceed the pseudo-inverse approach,
but this time is known in advance. For any given nonzero accu-
racy, the Jacobian and a momentum rates vector, the algorithm
yields the solution in a finite and known in advance number of
iterations.

To produce correct gimbal rates in the vicinity of a pseudo-
inverse singularity, the algorithm is applied to both 2D and3D
problems and the results are compared to detect the correct
dimension. The normal to a 2D plane in the case of reduced
dimension is obtained directly from the solution of the 3D prob-
lem. Nevertheless, a correct momentum rates vector should be
supplied by the upper-level logic to pass through a singularity
(if it is possible).

2. LINEAR MODEL

Let us suppose that 3-dimensional CMG angular momentum
vectorh can be obtained as

h = H(δ), (1)

whereδ is them-dimensional vector of gimbal angles.

Its time derivative
ḣ = J(δ)δ̇, (2)

whereJ(δ) = [J1|J2|...|Jm] is the Jacobian ofH(δ).

Gimbal ratesδ̇ are supposed to be limited by some maximal
values:

δ̇ ∈ B, B = {δ̇ ∈ Rm : |δ̇(i)| ≤ δ̇(i)
max, i = 1,m}, (3)

hereδ̇(i) - i-th component of the vector.

The achievable momentum ratesḣ are then confined to some
boundedmomentum rates set(MRS)R, which in general case
is a 3-dimensional polytope:

R(B) = {ḣ : ḣ = J(δ)δ̇, δ̇ ∈ B} (4)

with constantly changingJ(δ).

From mathematical viewpoint, the problem of determiningδ̇
for a given ḣ is the root-finding problem, and all allocation
algorithms actually differ one from another by the root-finding
method.

The on-board implementation of a control allocation algorithm
for satellites needs to be computationally effective and should

Fig. 2. Control Moment Gyroscope (courtesy of Alkan Altay)

always converge to a solution. Therefore, many optimal meth-
ods that might be easily applicable and reconfigurable off-line,
like linear or quadratic programming (Bodson (2002); Pulecchi
and Lovera (2007)), may not constitute a reasonable engineer-
ing solution to the problem (Cameron and Princen (2000)).
The latest modifications of the direct allocation approach (Pe-
tersen and Bodson (2002)) and methods based on approxima-
tions or explicit representations of mathematical programming
solutions (Johansen et al. (2005)) are indeed computationally
effective, but needs (with constantly changing matrixJ(δ)) the
re-computation of a large amount of data, which is possible to
perform only off-line.

In this paper we introduce a new method for CMG steering
logic, which was initially developed for aircraft control allo-
cation tasks in Demenkov (2005) — a version ofgeneralized
interval bisection. Our control allocation algorithm satisfies
three criteria:

(1) guarantee of convergence to a solution
(2) a known upper bound for time to find a solution
(3) the size of errors can be controlled

For any given accuracy, the JacobianJ(δ) and a vector of
torque rateṡh belonging to the whole attainable torque rates set
R(B), the algorithm yields the solutioṅδ in a finite number
of iterations. The complexity of the algorithm is less than
for optimization-based methods or direct allocation. Moreover,
during the iterations the volume of the search space decreases
exponentially and the number of required basic operations is
proportional to the logarithm of the reciprocal of the accuracy.
A control allocator based on this algorithm is therefore easily
adaptable to any changes inJ(δ).

3. INTERVAL BISECTION

Let us recall the simple idea of the bisection method for a
function of one variable. Over some interval the function is
known to pass through zero because it changes sign. Evaluate
the function at the interval’s midpoint and examine its sign.
Use the midpoint to replace whichever limit has the same sign.
After each iteration the bounds containing the root decrease by
a factor of two. If afteri iterations the root is known to be within



an interval of sizeεi = bi − ai (see Fig. 6), then after the next
iteration it will be bracketed within an interval of size

εi+1 = εi/2. (5)

Thus, we know in advance the number of iterationsN required
to achieve a given tolerance in the solution:

∆ ≈
ε0

2N
⇒ N ≈ log2

ε0

∆
, (6)

where ε0 is the size of the initial interval,∆ is the desired
ending tolerance.

Fig. 3. Bisection method for one variable function (courtesy of
Wikipedia)

This classical bisection method can be generalized forn-
dimensional problems, and has been extensively studied in the
context of the so calledinterval analysis(Jaulin et al. (2001)).
Nevertheless, in general it is impossible to construct its gen-
eralization in the same way as for the one-dimensional case,
because it is hard to prove that the generalized interval in
n dimensions does not contain any solution. The number of
intervals potentially containing a solution is then growing ex-
ponentially and this restricts the applicability of the approach.

In our case, however, it is possible, and the one-dimensional
version of the algorithm can be generalized in the following
way. Notice that (3) defines a boxB in the Euclidean spaceRm

of all possible gimbal rate vectorṡδ. In other words, it defines
a subset of the space that is overall bounded by hyperplanes
orthogonal to the axes of coordinates. Suppose that we have a
method to determine if the given vectorḣ is inside the attainable
momentum rates setR(B) for the given boxB. Then we cut
the boxB into two boxesB1 andB2 by half-splitting it along
the coordinate direction, in whichB is longest. We check each
box for the ability to generate the given vector, replaceB by
one of the two new boxes that hasḣ in its MRS, and repeat the
procedure, constructing the diminishing sequence of boxes:

B←

{

B1, if ḣ ∈ R1 = R(B1);

B2, if ḣ ∈ R2 = R(B2).
(7)

After m steps of this procedure, we will have the longest facet
of B two times less than for the original box. So, if we specify
in the same way some tolerance∆ for the longest facet of the
box, we will obtain the solution inNm bisection steps, where
N is given by (6) if we treatε0 as the length of the longest facet
of the initial box:
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Fig. 4. The idea of our bisection algorithm

ε0 = max
i=1,m

δ̇(i)
max. (8)

To guarantee the convergence to a solution, we must guarantee
that a given vectoṙh0 belongs to the MRS of the initial box. For
this, one can check the vector and replace it by some vectorḣ
lying on the MRS boundary, if it violates the constraints. The
easiest way to do so is to just scale the givenḣ0 preserving its
direction, like in the direct allocation approach (see Fig.4).

It is possible that bothB1 andB2 contain the solution. In this
case, one can apply some optimality criteria to decide which
box will be deleted. For example, we can choose a box that
has inside the previously generated vectorδ̇, to minimize the
distance between two consequently generated rate vectors.

4. COMPUTATIONAL ALGORITHM

The following result was first used for control allocation pur-
poses in Petersen and Bodson (2000):

Theorem 1.Any normal vectord of a facet of the polytopeR
is a scaled cross product of some two columnsJi andJk taken
from the matrixJ(δ):

d(1) = J
(2)
i J

(3)
k − J

(3)
i J

(2)
k ,

d(2) = J
(3)
i J

(1)
k − J

(1)
i J

(3)
k ,

d(3) = J
(1)
i J

(2)
k − J

(2)
i J

(1)
k .

Note that for any facet normal vectord there exists its opposite
in sign vector−d, which is defined as the normal vector of the
opposite facet. Because of this, our polytope is a symmetric
one.

Suppose that we have all columns ofJ(δ) in a list and deter-
mine all pairs of one columnJi and any other column from the
list; the number of such pairs ism−1 and any pair gives us two
valid facets of the polytope. In the next step, we have to remove
this column (Ji) from the list and repeat the procedure (now the
number of pairs ism− 2). Proceed the same way until we have
at least two columns. The maximum number of facetsNf and
therefore the complexity of the facet determination procedure
is given by the next equation:



Nf = 2

m
∑

i=1

(m− i).

It is clear thatNf < 2m2 and the complexity is at least
polynomial. Generally, in the case of several identical (orscaled
by a factor) columns in the matrixJ(δ) the number of facets is
less thanNf because different couples produce normal vectors
in the same direction in space.

If we compute vectorsdk for all possible non-degenerate com-
binations of two columns of matrixJ(δ), we can be sure that
we have caught all directions perpendicular to MRS facets. The
particular magnitude of these vectors is not important for our
procedure (i.e. we do not need to normalize them first).

It is possible that our Jacobian leads not to 3-dimensional,
but 2-dimensional MRS. In this case, it is still possible to
find directionsdk in the plane (see Demenkov (2008) for the
particular details).

Assume that we want to maximize a linear functiondT
k ḣ over

the whole MRS induced by the given box of gimbal rates
constraintsB:

dist(B, dk) = max
ḣ∈R(B)

dT
k ḣ. (9)

The maximization over vectorṡh can be easily replaced by the
maximization over gimbal rates:

dist(B, dk) = max
δ̇∈B

dT
k J(δ)δ̇ = max

δ̇∈B

m
∑

i=1

dT
k Jiδ̇

(i), (10)

and we can maximize this sum by maximizing each of the
summands separately:

dist(B, dk) =

m
∑

i=1

dT
k Jisign(dT

k Ji)δ̇
(i)
max. (11)

Let us formally construct theindicator functionIB(ḣ), which
is TRUE if vector ḣ belongs to the MRS for the given boxB
or FALSE otherwise. ThenIB(ḣ) ≡ TRUE if and only if ḣ
satisfies the following system of linear inequalities:

dT
k ḣ ≤ dist(B, dk), k = 1,M

−dT
k ḣ ≤ dist(B,−dk), k = 1,M

}

(12)

dj

dTi h'<=dist(B, di )

− di

di

− dTi h'<=dist(B, − di )

The attainable momentum rates set

dk

dTj h'<=dist(B, dj )

Fig. 5. MRS represented by a set of linear inequalities.

It can be seen in Fig. 5 how this system defines the MRS. Here
di is a true normal vector to a facet, whiledj is redundant for
the representation (but its presence does not affect it).

Note that during bisection process the boxB become non-
symmetric, nevertheless we can always compute its centre and
apply the same procedure to the centered box.

To avoid the singularity problem (when it is possible), one can
compute the solution for both 2D and 3D case and then choose
one that gives the closest match with the supplied momentum
rates vector. In the case of near-singular solution, all columns of
the Jacobian matrix span a 2D plane. The normaln to this plane
can be obtained from the cross product of any two columns
of J(δ). The required outpuṫh as well as all columns can be
projected onto this plane using the pseudoinverse solutionand
the problem can be solved by running similar algorithm for 2D
case. Ifḣ lies outside the plane, the solution gives us the closest
vector in the least-squares sense.

Let us imagine that the normal vectorp is computed and
we have chosen one columnJk. Then, to built orthogonal
coordinate system in the plane, we can compute cross product
c of p andJk. Let us form the matrixA = [c Jk]. Now, the
projection operator is given by the well-known Moore-Penrose
formula:

P = (AT A)−1AT ,
and the projected output and Jacobian matrix in the plane
coordinate system are given byP ḣ andPJ(δ).

5. NUMERICAL EXAMPLE

Consider a pyramid type CMG where four actuators are con-
strained to the gimbal on the faces of a pyramid (see Fig. 1).
The Jacobian in this case become (Wie (2008)) as follows:

J(δ) =

[

−cos(β)cos(δ1) sin(δ2) cos(β)cos(δ3) ...
−sin(δ1) −cos(β)cos(δ2) sin(δ3) ...

sin(β)cos(δ1) sin(β)cos(δ2) sin(β)cos(δ3) ...

−sin(δ4)
cos(β)cos(δ4)
sin(β)cos(δ4)

]

,

whereβ is the skew angle.

An example with skew angle of 53.13 deg and constant unit
momentum magnitude for each CMG are taken from Lee et al.
(2007). Initial gimbal angles are given byδ = [90o 0 −90o 0]T .
In this case, the rank of the Jacobian matrix is two and the
singularity problem arises. The Jacobian matrix is as follows:

J(δ) =

[

0 0 0 0
−1 −0.6 −1 0.6
0 0.8 0 0.8

]

The singular layout of CMG cannot produce any momentum
along the X-axis direction. The required output is assumed as
ḣ = [0 1 0]T and|δ̇(i)

max| ≤ 1 for all i.

Due to the singularity, the solution computed by 3D algorithm
gives us quite different output from the required one. The
solutionδ̇ for 2D problemP ḣ = PJ(δ)δ̇ is defined in the plane
with the normal vectorp = [1 0 0]T and

Pḣ = [1 0], PJ(δ) =

[

−1 −0.6 −1 0.6
0 0.8 0 0.8

]

.

After 32 bisections of the initial control box, we have obtained
the following enclosing box for the final solution:
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which is consistent with the result obtained in Lee et al. (2007)
by a different method.

In Fig.6 the momentum rates sets forB1 andB2 boxes (see
Fig. 4) are shown for the beginning of bisection iterations.By
solid lines we depict MRS for the box that has been chosen by
the algorithm at this iteration, while dashed lines represent the
one for the box that has been deleted. The cross inside the circle
represents the commanded vectorP ḣ. One can notice that two
momentum rates sets overlap each other, representing images
of two adjacent boxes.
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Fig. 6. Bisection iterations

6. CONCLUSION

A novel control allocation algorithm is presented for CMG
moment distribution. It has a guarantee of obtaining the solution
for every given momentum rates vector, Jacobian matrix and
the set of control constraints in a finite and known in advance
number of iterations with required numerical accuracy. The
proposed method possess the property of utilizing the whole
attainable momentum rates set (which can increase the agility)
and has relatively low algorithmic complexity. These properties
may allow to consider the algorithm for implementation in
modern small agile satellites.
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