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Abstract

Various pattern recognition problems may be reduced to the proof of deducibil-
ity of propositional and predicate formulas from the set of atomic formulas.
Here in the frameworks of logic-axiomatical approach to the pattern recog-
nition problem the guaranteed time effectiveness of the solving algorithms is
proved by means of consideration of several variants of setting of a problem
including the problem of analysis of a compound object.
By the author a level description of classes was suggested. Such a description
allows to decrease upper bounds of step number of algorithms solving pattern
recognition problems. In this paper conditions for such a decreasing are proved.

1. Main definitions
In [1] such an approach to the pat-

tern recognition problem was suggested.
Let Ω be a set of recognizable ob-

jects ω. Such an object may be re-
garded as a set of its elements ω =
{ω1, . . . , ωt}. There exists a partition
of the set Ω on K classes, i.e. Ω =⋃K

k=1 Ωk. p1, . . . , pn are predicates de-
fined on elements of ω.

The description of the class Ωk may
be represented by a formula Ak which
has the form of disjunction of simple
conjunctions of atomic formulas or its
negations.

The description S(ω) of an object
ω is the set of all true formulas in the
form pi(τ), where τ is a string of ele-
ments of ω.

Identification problem consists

in the checking whether the object ω
or its part belongs to the class Ωk.
This problem may be solved by the
proof of of deducibility of the formula

∃y(y ⊆ ω & Ak(y))

from S(ω).
Classification problem consists

in the finding of all such numbers k
that ω belongs to the class Ωk. This
problem may be solved by the proof of
of deducibility of the formula

M∨
k=1

Ak(ω)

from S(ω) for some ordering ω of the
set ω.

Problem of analysis of a com-
pound object consists in the finding



of all such numbers k and all parts
τ from ω that τ belongs to the class
Ωk. This problem may be solved by
the constructive proof of deducibility
of the formula

M∨
k=1

∃y(y ⊆ ω & Ak(y))

from S(ω).

2. Complexity of recognition
problems with global character-
istic of objects

Let predicates p1, . . . , pn describe
the whole object but not its parts. I
such a case these predicates may be
regarded as propositional (or boolean)
variables. Then the description of the
class Ωk is a formula in the Disjunc-
tive Normal Form (DNF) with propo-
sitional variables p1, . . . , pn. Identifi-
cation problem is a partial case of clas-
sification problem and problem of analy-
sis of a compound object can not be
regarded.

Recognition problems with global
characteristic of objects may be solved
by polynomial algorithms. More pre-
cisely the following theorems are valid.

Theorem 1. For every positive
integer n there exists a Turing machine
which for every string of logical con-
stants (α1, . . . , αn) and a DNF formula
Ak with the length Nk checks whether
this formula is true on this string of
logical constants. The number of steps
of such a Turing machine is bounded
by n + Nk.

Theorem 2. The number of res-
olution rule applications (with the use
of linear strategy) for deducibility of a
DNF formula Ak from the set of for-
mulas (pα1

1 , . . . , pαn
n ) is not greater then

the number of propositional variables
occurrences in the formula Ak.

Theorem 3. The number of se-
quential calculus rule applications for
deducibility of a sequent pα1

1 . . . pαn
n `

Ak where Ak is a DNF formula is not
greater then the number of occurrences
of logical connectives ∨ and & in the
formula Ak.

3. Complexity of recognition
problems with local characteris-
tic of objects

In the case that predicates p1, . . . , pn

describe the parts of an object recog-
nition problems are seams to be NP-
complete. If we decide such problems
for all possible class descriptions it is
true.

Theorem 4. The problem of check-
ing wether the formula A(y) is satis-
fiable on the set ω = {ω1, . . . , ωt} is
NP-complete.

Corollary. If Ak(y) is a parame-
ter of a problem then identification prob-
lem is NP-hard.

Theorem 5. For every DNF for-
mula A(y) there exists an algorithm
which checks wether the formula A(y)
is satisfiable on the set ω = {ω1, . . . , ωt}
and the number of steps of such an
algorithm is O(t|y|), where |y| – the
number of variables in y.

Corollary. For every DNF for-



mula Ak(y) identification problem may
be solved by a polynomial algorithm the
exponent of which is the number of vari-
ables in y.

Theorem 6. The problem of check-
ing wether the formula A(y) is true
on some permutation of the set ω =
{ω1, . . . , ωt} is NP-complete.

Corollary. If Ak(y) is a parame-
ter of a problem then classification prob-
lem is NP-hard.

In the next theorem the number of
variables in y is equal to the number
of elements in ω.

Theorem 7. For every DNF for-
mula A(y) there exists an algorithm
which checks wether the formula A(y)
is satisfiable on some permutation of
the set ω = {ω1, . . . , ωt} and the num-
ber of steps of such an algorithm is
O(t!), where |y| – the number of vari-
ables in y.

Corollary. For every DNF for-
mula Ak(y) classification problem may
be solved by a polynomial algorithm the
exponent of which is the number of vari-
ables in y.

Theorem 8. If A1(y1), . . . , AK(yK)
is a parameter of a problem then the
problem of analysis of compound ob-
ject is NP-hard.

Theorem 9. For every collection
of DNF formulas A1(y1), . . . , AK(yK)
the problem of analysis of compound
object may be solved by a polynomial
algorithm the exponent of which is the
number of variables in |y1|+ . . .+ |yK |.

4. Level logical description of

classes

In [2] objects, the structure of which
allows to extract some simple parts and
to describe classes in the terms of these
parts, are regarded. It may be done by
selecting of ”often” occurred subfor-
mulas P 1

j (x) of formulas A1(y1), . . . , AK(yK).
Besides the equivalence system in the
form pi

1(x) ↔ P 1
i (x) is written down.

Here pi
1 – new predicates that will be

called first level predicates. A1
1(y

1
1),

. . . , A1
K(y1

K) are received from A1(y1),
. . . , AK(yK) by means of substitution
of subformulas P 1

j (x) by the correspon-
dent atomic formulas p1

j(x).
Such a procedure may be repeated

with formulas A1
1(y

1
1), . . . , A

1
K(y1

K) and
so on. At last we can receive L + 1-
level description of classes in the form

AL
k (xL)

p1
1(y

1
1) ⇔ P 1

1 (y1
1)

...
p1

n1
(y1

n1
) ⇔ P 1

n1
(y1

n1
)

...
pl

i(y
l
i) ⇔ P l

i (y
l
i)

...
pL

nL
(yL

nL
) ⇔ PL

nL
(yL

nL
)

Below conditions of decreasing of
upper bounds of steps of algorithms
for described recognition problems will
be done.

5. Conditions of decreasing of
complexity of recognition prob-
lems with global characteristic of



objects within level logical descrip-
tion of classes

Theorem 10. Let a – the number
of occurrences of propositional variables
in DNF formulas A1, . . . , AK, P 1

1 , . . . , P 1
n1

– subformulas of A1, . . . , AK. ν1
1 , . . . , ν

1
n1

– the number of occurrences of propo-
sitional variables in P 1

1 , . . . , P 1
n1

, N1
j

– the number of occurrences of P 1
j in

A1, . . . , AK. a1 – the number of occur-
rences of propositional variables in the
number of occurrences of propositional
variables in A1

1, . . . , A
1
K.

Then for fulfilment the equality a1 =
d · a it is necessary

n1∑
j=1

(ν1
j − 1) ·N1

j ≥ (1− d) · a.

Theorem 11. Let a – the number
of occurrences of propositional variables
in DNF formulas A1, . . . , AK, P 1

1 , . . . , P 1
n1

– subformulas of A1, . . . , AK. ν1
1 , . . . , ν

1
n1

– the number of occurrences of propo-
sitional variables in P 1

1 , . . . , P 1
n1

, N1
j

– the number of occurrences of P 1
j in

A1, . . . , AK. a1 – the number of occur-
rences of propositional variables in the
number of occurrences of propositional
variables in A1

1, . . . , A
1
K. The number

d is defined be equality a1 = d · a.
Then for decreasing of the upper

bound of he number of sequential cal-
culus rule or resolution rule applica-
tions while using a 2-level description
of classes it is sufficient

n1∑
j=1

ν1
j ≤ (1− d) · a. (5)

6. Conditions of decreasing of
complexity of recognition prob-
lems with local characteristic of
objects within level logical descrip-
tion of classes

Theorem 12. Let m – the num-
ber of objective variables in formulas
A1(y1), . . . , AK(yK), P 1

1 (x), . . . , P 1
n1

(x)
– subformulas of formulas A1(y1), . . . ,
AK(yK), m1, . . . , mn1 – – the num-
ber of objective variables in formulas
in P 1

1 (x), . . . , P 1
n1

(x). Predicates p1
j

are defined by equivalences p1
j(x

1
j) ↔

P 1
j (x1

j). Formulas A1
1, . . . , A

1
K are re-

ceived from A1, . . . , AK by means of
substitution of p1

1, . . . , p
1
n1

instead of P1, . . . , Pn1.
Then the checking wether formulas

A1, . . . , AK are satisfiable on the set
ω = {ω1, . . . , ωt} is equivalent to the
checking wether formulas A1

1, . . . , A
1
K

and equivalences p1
j(x

1
j) ↔ P 1

j (x1
j) are

satisfiable on the same set.
For decreasing the number of steps

of algorithm deciding the problem of
analysis if compound object it is suf-
ficient that

n1∑
j=1

tm
1
j + t1

s1+n1 < tm,

where s1 – the number of variables in
A1, . . . , AK which do not appear in P1, . . . , Pn1,
t1 – the sum of number of parts of ω
for which one of subformulas P1, . . . , Pn1

is valid and the number of elements
of ω which are not included into these
parts.
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