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Abstract
In this paper the control of oscillations in the two-rotor

vibration unit is studied. It is assumed that the velocity
of the oscillation of the platform cannot be accurately
measured. The time-varying observer is proposed to re-
store it. In order to guarantee stability of the frequency
and amplitude of oscillations of the vibrating parts of a
two-rotor vibration unit special control algorithms based
on speed-gradient methodology. Simulation results con-
firm stability of the synchronous rotation modes of the
unbalanced rotors of the vibration unit.

1 Introduction
A promising direction in cybernetical physics is inves-

tigation of possible changes of complex nonlinear sys-
tems oscillatory behavior under bounded control. A se-
ries of benchmark examples are provided by vibration
units. The case of 1DOF system models (pendulum or
vibroactuator) is well studied [Andrievskii et al., 2001;
Fradkov, 1999], as well as the case of synchronization
for two or more 1DOF systems [Blekhman et al., 2002].
However for multi-DOF systems, like multirotor vibra-
tion actuator a number of problems need further study
[Efimov et al., 2013].

The design of controllers for complex mexhanical sys-
tem is usually performed under assumption that all the
state variables are available for measurement. However
this assumption usually does not hold for experimental
study since measurement of the signal derivatives is usu-
ally made with low accuracy. To overcome the incom-
pleteness of the measurements the observers or filters are
used. For the vibration units with one-DOF supporting
body such a study was performed [Fradkov et al., 2016].

In this paper the case of the two-rotor vibration unit is
studied. In such a unit the measurement of the oscilla-
tion of the platform cannot be accurately measured and

the time-varying observer is used to restore it. In order to
guarantee stability of the frequency and amplitude of os-
cillations of the vibrating parts of a two-rotor vibration
unit special algorithms for controlling the synchronous
rotation modes of unbalanced rotors are used, An effi-
cient method for design of the control algorithms is the
speed gradient method allowing to deal with strongly
nonlinear systems [Fradkov et al., 1999]. The installa-
tion of all required sensors for such a complex intercon-
nected system as a two-rotor vibrator that vibrates in the
vertical plane is impossible because of unfavorable op-
erating factors, e.g. the dustiness when processing bulk
materials, or a significant increase in the amplitude of
vibrations during passing through the resonance zone.
In addition, as the number of sensors increases, reliabil-
ity of the system decreases and the unit costs increases.
Many existing sensors do not admit processing informa-
tion in real time due to the limitations of the commu-
nication channels between the unit and the controlling
computer. It leads to the decrease of the speed of in-
formation exchange and decrease of the system perfor-
mance. A promising way to overcome the difficulties as-
sociated with processing information from sensors in the
control system is using state observers instead of some
sensors. It allows one to provide estimates of the miss-
ing variables based on the results of measurements using
the available sensors. Such an approach is in accordance
with the current trend in the control technology called
”sensorless control” [Lascu et al., 2000; Wang et al.,
2019; Bobtsov et al., 2018; Ortega et al., 2019]. In the
works on sensorless control the information about the
angular speed of the motors is estimated from the results
of measurements obtained with the help of stator volt-
age and current sensors. In [Lascu et al., 2000] a method
for controlling the torque of an induction motor is pro-
posed, which is based not on information from sensors,
but on estimates of the magnitude of the flow and torque.



CYBERNETICS AND PHYSICS, VOL. 9, NO. 4, 2020 207

Figure 1. Vibration unit SV-1.

A review of works on the control of drive systems with
permanent magnet synchronous motors with incomplete
measurement of the vector of variables required to gen-
erate a control signal is presented in [Wang et al., 2019].
The other works are devoted to the synthesis of observers
to control the systems of magnetic levitation [Bobtsov
et al., 2018], sensorless control of switched jet engines
[Ortega et al., 2019] etc. In the work [Fradkov et al.,
2016] a non-stationary observer was synthesized for a
single-rotor vibratory unit, which restored information
about the vertical speed of the platform and made it pos-
sible to implement an algorithm for passing through the
resonant frequency, which was also developed on the ba-
sis of the speed gradient method.

In this paper, we consider the possibility of implement-
ing a rotor synchronization control algorithm using an
observer restoring the vertical speed of the platform for
a two-rotor vibration installation. The synthesis of the
observer is performed according to a simplified model
of the dynamics of a two-rotor VU, which describes the
movement of the installation along the vertical axis Oy.
The performance of the synthesized observer is assessed
using computer simulation in the MATLAB environment
for a more detailed model of the dynamics of a two-rotor
VU, which describes the vibrations of the installation
in the vertical plane. In addition, the model takes into
account the influence of the dynamics of the system of
electric drives of unbalanced rotors.

2 Model of Two-rotor Vibration Unit Taking into
Account the Drive Dynamics

In this section the mathematical model of the vibration
unit and the control algorithm are described following
[Tomchina, 2018]. Besides, the drive dynamics model,
schematics of the SV-1 vibration unit (Fig. 1) and the
nomenclature of the variables (Fig. 2) are presented, fol-
lowing [Tomchina, 2019].

In Fig. 2 ϕ,ϕ1, ϕ2 are angle of the supporting body
and rotation angles of the rotors, respectively, measured
from the horizontal position, xc, yc are the horizontal
and vertical displacement of the supporting body from
the equilibrium position, mi = m, i = 1, 2 and mn

are the masses of the rotors and supporting body, J1, J2

are the inertia moments of the rotors, %1 = %, i = 1, 2
are the rotor eccentricities, c01, c02 are the horizontal
and vertical spring stiffness, g is the gravity acceleration,
m0 is the total mass of the unit, m0 = 2m + mn, β
is the damping coefficient, kc is the friction coefficient
in the bearings, Mi are the motor torques (controlling
variables). It is assumed that rotor shafts are orthogonal
to the motion of the support.

To convert the scheme into the state space equations,
assume that the whole system dynamics may be consid-
ered in the vertical plane. Then the equations of dynam-
ics have the following form [Tomchina et al., 2015]:

Figure 2. Schematics of two-rotor vibration unit with DC motors.
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m0ẍc − ϕ̈m% (sin (ϕ+ ϕ1) + sin (ϕ+ ϕ2))−
ϕ̈1m% sin (ϕ+ ϕ1)− ϕ̈2m% sin (ϕ+ ϕ2)−
ϕ̇2m% (cos (ϕ+ ϕ1) + cos (ϕ+ ϕ2))−
ϕ̇2

1m% cos (ϕ+ ϕ1)− ϕ̇2
2m% cos (ϕ+ ϕ2)−

2ϕ̇ϕ̇1m% cos (ϕ+ ϕ1)−
2ϕ̇ϕ̇2m% cos (ϕ+ ϕ2) + 2c01xc + βẋc = 0;
m0ÿc + ϕ̈m% (cos (ϕ+ ϕ1) + cos (ϕ+ ϕ2)) +
ϕ̈1m% cos (ϕ+ ϕ1) + ϕ̈2m% cos (ϕ+ ϕ2)−
ϕ̇2m% (sin (ϕ+ ϕ1) + sin (ϕ+ ϕ2))−
ϕ̇2

1m% sin (ϕ+ ϕ1)− ϕ̇2
2m% sin (ϕ+ ϕ2)−

2ϕ̇ϕ̇1m% sin (ϕ+ ϕ1)− 2ϕ̇ϕ̇2m% sin (ϕ+ ϕ2) +
m0g + 2c02yc + βẏc = 0;
−ẍcm% (sin (ϕ+ ϕ1) + sin (ϕ+ ϕ2)) +
ÿcm% (cos (ϕ+ ϕ1) + cos (ϕ+ ϕ2)) +
ϕ̈ (J + J1 + J2 − 2m%r (cosϕ1 − cosϕ2)) +
ϕ̈1 (J1 −m%r cosϕ1) + ϕ̈2 (J2 +m%r cosϕ2) +
ϕ̇2

1m%r sinϕ1 − ϕ̇2
2m%r sinϕ2 + 2m%rϕ̇ϕ̇1 sinϕ1−

2m%rϕ̇ϕ̇2 sinϕ2 +m%g (cos (ϕ+ ϕ1) +
cos (ϕ+ ϕ2)) + c03ϕ+ βϕ̇ = 0;
−ẍcm% sin (ϕ+ ϕ1) + ÿcm% cos (ϕ+ ϕ1) +
ϕ̈ (J1 −m%r cosϕ1) + ϕ̈1J1 − ϕ̇2m%r sinϕ1+
m%g cos (ϕ+ ϕ1) + krϕ̇1 = Mm1;
−ẍcm% sin (ϕ+ ϕ2) + ÿcm% cos (ϕ+ ϕ2) +
ϕ̈ (J2 +m%r cosϕ2) + ϕ̈2J2 + ϕ̇2m%r sinϕ2+
m%g cos (ϕ+ ϕ2) + krϕ̇2 = Mm2;

(1)
When taking into account the dynamics of the drive in

the simulation process the control torque Mm1 arriving
at the input of the ”unbalanced rotor” is formed in accor-
dance with the structural diagram of the ”electric drive”.
Since the laboratory setup SV-1 used the DC motors,
the electric drive structure is selected as the traditional
system with current loop. The proportional-integral (PI)
current controller WCR(p) = b(τp + 1)/τp is config-
ured to optimum modulo; b, τ are dynamic gain and
time constant of the regulator. The following notation is
used here: CR is the current regulator; TC is the power
(thyristor type) converter; CS is the current sensor; Ia
is the armature current; ETC and Em are converter and
motor EMFs; kTC and kCS are converter and current
feedback gains; kF is the motor torque (EMF) coeffi-
cient; TTC and TCS are converter and current sensor
time constants; Ta is the armature time constant; Ra is
the armature circuit resistance; UCR andUCS are current
controller and current sensor output voltages; Ui is the
voltage corresponding to the calculated torqueMmi, ob-
tained in accordance with the equations (1), km = kF .

In accordance with [Tomchina, 2019] the drive dynam-
ics are described as follows

İa =
1

Ta

(
−Ia +

1

Ra
(ETC − Em)

)
,

ĖTC =
1

TTC
(−ETC + kTCUCR) ,

U̇CS =
1

TCS
(−UCS + kCSIa) ,

U̇CS 1 =
b

τ
(U1 − UCS) ,

UCS = b (U1 − UCS) + UCS 1,

Em = kF ϕ̇, Mm = kMIa

(2)

3 Integral-Differential Speed-Gradient Control Al-
gorithms for Synchronization of Two-Rotor Vi-
bration Unit

Frequency synchronization is defined as an exact co-
incidence of angular velocities of the unbalanced rotors
ωs = ωr; s, r = 1, . . . , k. [Blekhman, 2000]. For prac-
tice approximate synchronization conditions are more
appropriate [Tomchina et al., 2015]:

|ωs − ωr| ≤ ε. (3)

where ε > 0 can be chosen numerically as ε = 0, 05ω∗.
However the relation (3) may be not sufficient for syn-
chronization, since its fulfillment does not prevent the
accumulation of the error in phase (phase shift). That is
why there is a need to impose additional requirements on
the system phases. To this end the notion of approximate
phase synchronization is formulated as follows [Tom-
china et al., 2015]:

|ϕs − ϕr − Lsr| < ε; s, r = 1, . . . , k. (4)

Equations (3) and (4) should hold for some ε > 0, and
some real Lsr.

To provide a synchronous rotation mode of unbal-
anced rotors for system (1), it is suggested to use speed-
gradient method with an objective functional in the fol-
lowing form:

Q(z) =
{

0.5(1− α) (H −H∗)2
+ α (ϕ̇1 ± ϕ̇2)

2
}
,

(5)
where z = [xc, ẋc, yc, ẏc, ϕ, ϕ̇, ϕ1, ϕ̇1, ϕ2, ϕ̇2]T , 0 <
α < 1 is weight coefficient; H is total mechanical en-
ergy of a system (1), H∗ is the desired value of H .

If the value of the objective functional (5) satisfies
Q(z) = 0, then the energy achieves the prespecified
value: H = H∗ and the rotor velocities are equal:
ϕ̇1 = ϕ̇2.

The proportional-integral (PI-) speed-gradient algo-
rithm in the finite form with the objective functional (5)
is as follows [Tomchina, 2019]:

M1 = −γ1 {(1− α) (H −H∗) ϕ̇1+
α
J1

(ϕ̇1 ± ϕ̇2) + α
J1

(ϕ1 ± ϕ̇2 + ∆ϕ1)
}
.

(6)
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Total mechanical energy of a system (1) is H = T +
Π, where kinetic and potential energies T and Π are as
follows:

T = 0.5m0

(
ẋ2
c + ẏ2

c

)
+ 0.5ϕ̇2 (J + J1 + J2−

2dm% (cosϕ1 − cosϕ2)) + 0.5J1ϕ̇
2
1 + 0.5J2ϕ̇

2
2+

ϕ̇ϕ̇1 (J1 − dm% cosϕ1) + ϕ̇ϕ̇2 (J2 + dm% cosϕ2)−
ẋcϕ̇m% (sin (ϕ+ ϕ1) + sin (ϕ+ ϕ2)) +
ẏcϕ̇m% (cos (ϕ+ ϕ1) + cos (ϕ+ ϕ2))−
ẋcϕ̇1m% sin (ϕ+ ϕ1) + ẏcϕ̇1m% cos (ϕ+ ϕ1)−
ẋcϕ̇2m% sin (ϕ+ ϕ2) + ẏcϕ̇2m% cos (ϕ+ ϕ2) ,
Π = m0gyc +m%g (sin (ϕ+ ϕ1) + sin (ϕ+ ϕ2)) +

c01

(
x2
c + α2 cos2 ϕ

)2
+ c02

(
y2
c + α2 sin2 ϕ

)
,

Then we simplify the expression for the total mechan-
ical energy H in order to exclude the variables that can-
not be measured by existing sensors and are sufficiently
small to be neglected. In [Fradkov et al., 2013] the pos-
sibility of effective control was shown in the absence of
information about the platform rotation angle ϕ. There-
fore, it is permissible to simplify the expression for the
total energy by setting ϕ = 0. In addition the horizon-
tal movements of the platform xc are neglectable too.
However, the speed of vertical movements ẏc cannot be
ignored and will be restored by the observer. To justify
such a simplification a series of computer simulations
will be performed.

4 Design of the Observer for Velocity of the Vibra-
tion Unit Moving Along the Vertical Axis

As is seen from (6), the current value of the mechanical
energy of the systemH(t) is required to compute control
signal M(t). The inductive position sensors are used to
measure the supporting body coordinates yc. However
supporting body velocity ẏc cannot be measured. There-
fore we estimate it using a time-varying observer as fol-
lows.

For the observer design we use the simplified model
where neither horizontal movements of the platform xc
nor the platform rotation angle ϕ are taken into account:

m0ÿc +m% sinϕ1ϕ̈1 +m% sinϕ2ϕ̈2 +m% cosϕ1ϕ̇
2
1+

m% cosϕ2ϕ̇
2
2 +m0g + 2c0yc + βẏc = 0;

m% sinϕ1ÿc + J1ϕ̈1 +m%g sinϕ1 + kc · ϕ̇1 = M1;
m% sinϕ2ÿc + J2ϕ̈2 +m%g sinϕ2 + kc · ϕ̇2 = M2;

(7)
We represent the first of equation in (7) as follows:

m0ÿc + βẏc + 2c0yc = F (t), (8)

where

F (t) = −m% sinϕ1ϕ̈1 −m% cosϕ1ϕ̇
2
1−

m% sinϕ2ϕ̈2 −m% cosϕ2ϕ̇
2
2 −m0g.

(9)

Resolve the system (7) with respect to the highest

derivatives:

ÿc = −J1J2(m% cosϕ1ϕ̇
2
1+m% cosϕ2ϕ̇

2
2+m0g+2c0yc+βẏc)

∆(t) −
J1m% sin2 ϕ2(M2−kcϕ̇2−mg% sinϕ2)

∆(t) +
J2m% sin2 ϕ1(M1−kcϕ̇1−mg% sinϕ1)

∆(t) ;

ϕ̈1 =
(m0J2−m2%2 sin2 ϕ2)(M1−kcϕ̇1−m%g sinϕ1)

∆(t) +
m2%2 sinϕ1 sinϕ2(M2−kcϕ̇2−m% sinϕ2)

∆(t) +
J2m% sinϕ1(m% cosϕ1ϕ̇

2
1+m% cosϕ2ϕ̇

2
2+m0g+2c0yc+βẏc)

∆(t) ;

ϕ̈2 =
(m0J1−m2%2 sin2 ϕ1)(M2−kcϕ̇2−m%g sinϕ2)

∆(t) +
m2%2 sinϕ1 sinϕ2(M1−kcϕ̇1−m%g sinϕ1)

∆(t) +
J1m% sinϕ2(m% cosϕ1ϕ̇

2
1+m% cosϕ2ϕ̇

2
2+m0g+2c0yc+βẏc)

∆(t) ;

where ∆(t) = M0J1J2 − J1m
2%2 sin2 ϕ2 −

J2m
2%2 sin2 ϕ1.

Substitute ϕ̈1, ϕ̈2 into the expression (8) for F (t):

F (t) = −m% sinϕ1

∆(t)

{(
m0J2 −m2%2 sin2 ϕ2

)
×

× [M1 − kcϕ̇1 −m%g sinϕ1] + J2m% sinϕ1×(
m% cosϕ1ϕ̇

2
1 +m% cosϕ2ϕ̇

2
2 +m0g + 2c0yc + βẏc

)
+

m2%2 sinϕ1 sinϕ2 [M2 − kcϕ̇2 −m% sinϕ2]
}
−

m% cosϕ1ϕ̇
2
1 −m% cosϕ2ϕ̇

2
2 −m0g − m% sinϕ2

∆(t) ×{(
m0J1 −m2%2 sin2 ϕ1

)
[M2 − kcϕ̇2 −m%g sinϕ2] +

m2%2 sinϕ1 sinϕ2 [M2 − kcϕ̇1 −m% sinϕ1] +
J1m% sinϕ2

[
m% cosϕ1ϕ̇

2
1 +m% cosϕ2ϕ̇

2
2 +

mog + 2c0yc + βẏc]} .
(10)

Moving the terms
(
−J2m2%2 sin2 ϕ1

∆(t)

)
βẏc and(

−J1m2%2 sin2 ϕ2

∆(t)

)
βẏc into the left-hand side of

equation (8) we obtain

m0ÿc + β
(

1 + J2m
2%2 sin2 ϕ1+J1m

2%2 sin2 ϕ2

∆(t)

)
ẏc+

+2c0yc = F1(t),
(11)

where the function F1(t) is as follows:

F1(t) = F (t)+
J2m

2%2 sin2 ϕ1 + J1m
2%2 sin2 ϕ2

∆(t)
βẏc.

It is seen that the expression for F1(t) does not contain
the terms with ẏc since they are annihilated.

Note that F1(t) depends only on variables measured by
sensors [yc, ϕ1, ϕ̇1, ϕ2, ϕ̇2]

T .
Convert the expression in parentheses in (11)

1 + J2m
2%2 sin2 ϕ1+J1m

2%2 sin2 ϕ2

m0J1J2−J1m2%2 sin2 ϕ2−J2m2%2 sin2 ϕ1
=

= m0J1J2
m0J1J2−J1m2%2 sin2 ϕ2−J2m2%2 sin2 ϕ1

= m0J1J2
∆(t) .

Introduce the coefficient β1(t)

β1(t) = β
(

m0J1J2
m0J1J2−J1m2%2 sin2 ϕ2−J2m2%2 sin2 ϕ1

)
=

= βm0J1J2
∆(t) .
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It is obvious that max ∆(t) =
max

(
m0J1J2 − J1m

2%2 sin2 ϕ2 − J2m
2%2 sin2 ϕ1

)
=

m0J1J2, because J1, J2,m, %,m0 are positive values,
since these are the mass-inertial parameters of the
installation. Then min m0J1J2

∆(t) = 1 and coefficient
β1(t) ≥ β.

Therefore, (11) takes the form

m0ÿc + β1(t)ẏc + 2c0yc = F1(t). (12)

This equation is linear and non-stationary.
We proceed from the second order differential equation

(12) to the state equations, denoting x1 = yc, x2 = ẏc.{
ẋ1(t) = x2;
ẋ2(t) = −β0(t)x2(t)− c′0x1(t) + F2(t),

(13)

where β0(t) = β1(t)/m0; c0 = 2c0/m0; F2(t) =
F1(t)/m0,

The non-stationary unit equations (13) can be written
in vector-matrix form:(

ẋ1

ẋ2

)
=

(
0 1
−c′0 −β0(t)

)
·
(
x1

x2

)
+

(
0

F2(t)

)
. (14)

Then the equations of the non-stationary observer of
complete order are written in the form:

˙̂x1(t) = x̂2(t) + k1 (x1(t)− x̂1(t)) ;
˙̂x2(t) = −β0(t)x̂2(t)− c′0x̂1(t) + F2(t)+

+ k2 (x1(t)− x̂1(t)) ,

(15)

where x1(t) is measured by sensors.
Then the differential equations for the observation er-

rors eN1(t) = x1(t) − x̂1(t), eN2(t) = x2(t) − x̂2(t),
are as follows:

ėN1(t) = x2(t)− x̂2(t)− k1 (x1(t)− x̂1(t)) =
= eN2(t)− k1eN1(t);

ėN2(t) = ẋ2(t)− ˙̂x2(t) = −β0(t)x2(t)− c0x1(t)+
F2(t) + β0(t)x̂2(t) + c0x̂1(t)− F2(t)−
k2 (x1(t)− x̂1(t)) = −c0 (x1(t)− x̂1(t))−
β0(t) (x2(t)− x̂2(t))− k2 (x1(t)− x̂2(t)) =
− (c0 + k2) eN1(t)− β0(t)eN2(t).

Finally(
ėN1(t)
ėN2(t)

)
=

(
−k1 1

− (c′0 + k2) −β0(t)

)
·
(
eN1(t)
eN2(t)

)
.

(16)
The transient process eN (t) is determined by the matrix

AN (t) =

(
−k1 1

− (c′0 + k2) −β0(t)

)
.

According to Demidovich stability criterion for non-
stationary systems [Pavlov et al., 2004] the convergence
of the system is determined by the eigenvalues of the
symmetrized matrix

AN (t) +ATN (t) =

(
−2k1 1− (c′0 + k2)

1− (c′0 + k2) −2β0(t)

)
.

(17)

Obviously, the characteristic polynomial of the sym-
metrized matrix (17) is as follows

D(p) = p2 + 2 (k1 + β0(t)) p+ 4k1β0(t)−
− [1− (c′0 + k2)]

2

and the discriminant of the quadratic equation reads:

[2 (k1 + β0(t))]
2 − 4

[
4k1β0(t)− (1− c0 − k2)

2
]

=

4 (k1 − β0(t))
2

+ 4 (k2 + c0 − 1)
2
> 0.

Therefore, the equation has two real roots, which can be
made negative by means of the choice of k1 and k2

λ1,2 = − (k1 + β0(t))±
±
√

(k1 − β0(t))
2

+ (k2 + c′0 − 1)
2
.

(18)

Since β0(t) ≥ β/m0 > 0, both roots are negative and
uniformly separated from zero. Consequently, by the
Demidovich criterion, the observation errors converge to
zero. The characteristic polynomial for the observer is
as follows:

det (pI2 −AN ) = det

((
p 0
0 p

)
−(

−k1 1
− (c′0 + k2) −β0(t)

))
= det

(
p+ k1 −1
c′0 + k2 p+ β0(t)

)
=

(p+ k1) (p+ β0(t)) + c′0 + k2 =
p2 + (k1 + β0(t)) p+ (k1β0(t) + c′0 + k2) .

Considering that the SV-1 vibration unit coefficient co-
efficient β0(t) ≥ β/m0 > 0, we can provide a prede-
termined set of AN eigenvalues by choosing k1 and k2.
This ensures the specified evaluation performance.

The coefficients k1, k2 can be chosen based on the
computer simulation results from the condition that the
transient time of the observation error would be 2-3
times less than the synchronization time.

5 Simulation Results
Efficiency of proposed observer (15) was studied in the

MATLAB environment. The observer-based algorithmM1 = −γ1

{
(1− α)

(
Ĥ −H∗

)
ϕ̇1 + α

J1
(ϕ̇1 ± ϕ̇2) +

+ α
J1

(ϕ1 ± ϕ2 + ∆ϕ1)
}

;

(19)
where ˙̂yc = x̂2 is obtained from observer (15),

Ĥ = 0.5m0
˙̂y2
c + 0.5J1ϕ̇

2
1 + 0.5J2ϕ̇

2
2+

+ ˙̂ycϕ̇1m% cosϕ1 + ˙̂ycϕ̇2m% cosϕ2 +m0gyc+
+m%g (sinϕ1 + sinϕ2) + c02y

2
c ,
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Figure 4. The dynamics of the system variables with observer.

Figure 3. The dynamics of the system variables under full state mea-
surement.

Fig. 3 corresponds to the model (1)-(2) under assumption
of full state measurement with the following nominal
system parameters: J1 = J2 = 0.014 kg·m2, J = 0.2

kg·m2, m = 1.5 kg, mn = 9 kg, % = 0.04 m, kc = 0.01
J/s, β = 5 kg/s, c01 = 1300 N/m, c02 = 5300 N/m,
r = 0.2 m, Ra = 10Ω, Ta = 0.001 s, kTC = 7.5,
TTC = 0.001 s, b = 0.333, τ = 0.001 s, ku = 10 1

V·s .
The dynamics of the following variables are presented

in Fig. 3: the horizontal and vertical displacements of
the supporting body xc, yc, rotor velocities ϕ̇1, ϕ̇2, dif-
ference of velocities ϕ̇1 − ϕ̇2, phase shift ϕ1 − ϕ2, con-
trolling torques M1,M2, the armature currents Ia1, Ia2,
converter EMFs ETC1, ETC2.

In Fig. 4 the plots for the variables (ϕ̇1, ϕ̇2, ϕ̇1 −
ϕ̇2, ϕ1 − ϕ2,M1,M2), where the controlling torques
M1,M2 are evaluated based on the observer estimates
(19) for k1 = 100, k2 = 1000 are shown. As seen
from the plots the values of synchronization time, tran-
sient time for rotor velocities, as well as the magnitude
values |y(t)max|, and max |ϕ̇1− ϕ̇2| do not exceed those
for full state measurement case.

From the equations of the non-stationary observer, it
is clear that an important issue is the question of choos-
ing the gains k1 and k2. These coefficients are selected
using computer simulation in such a way that the maxi-
mum values of observation errors for both variables are
minimal in magnitude. The quantitative characteristics
of this study are shown in Table 1. The graphs of ob-
server errors eN1 and eN2 are shown in Fig. 5 and Fig. 6.
As can be seen from the table, the best results were ob-
tained with the values of the gains k1 = 100, k2 = 1000
(eN1 = 1 · 10−4 m, eN2 = 0.01 m/s). It should be noted
that, in addition to the fact that good estimation indica-
tors are obtained for large values of the gains k1 and k2,
the relationship between these coefficients is also impor-
tant. E.g. for k1 = 10, k2 = 10000 the processes are the
worst in terms of observation errors.

Figure 5. The graphs of observation errors for k1 = 1, k2 = 10.

In Fig. 5 and Fig. 6 the graphs of observation er-
rors eN1, eN2 for two different observer gain values are
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Table 1.

Observer gains Magnitude of observation errors

k1 k2 eN1, m eN2, m/s

1 10 1 · 10−3 0.02

1 100 1.1 · 10−3 0.025

10 100 4 · 10−4 0.01

10 1000 6 · 10−3 0.03

10 10000 9 · 10−3 0.1

100 100 5 · 10−4 0.02

100 1000 1 · 10−4 0.01

shown: k1 = 1, k2 = 10 and k1 = 100, k2 = 1000
respectively. As seen from the graphs, the normalized
observation error for the velocity of the supporting body
is as follows

E =
max |eN2|

max |dyc/dt|
· 100% = 2.5%.

Figure 6. The graphs of observation errors for k1 = 100, k2 =
1000.

Conclusion
In this paper the control of oscillations in the two-rotor

vibration unit is studied. It is assumed that the velocity of
the oscillation of the platform cannot be accurately mea-
sured. The time-varying observer is proposed to restore
it. The synthesis of the observer is performed according
to a simplified model of the dynamics of a two-rotor vi-
bration unit describing the movement of the installation

along the vertical axis Oy In order to guarantee stability
of the frequency and amplitude of oscillations of the vi-
brating parts of a two-rotor vibration unit special control
algorithms based on speed-gradient methodology. Sim-
ulation results confirm stability of the synchronous ro-
tation modes of the unbalanced rotors of the vibration
unit.

Further research is aimed at the study of the influence
of the communication delay occuring e.g. when control-
ling via Internet. It is expected that n this case, the use
of an observer which is to some extent a smoothing filter
can improve the quality of the control signal and reduce
the signal distortion.
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