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Abstract— We develop the theory of Schrödinger bridges
for continuous-time Markov chains. We then investigate the
possibility of employing the Nelson-Guerra stochastic mechan-
ics, jointly with the Schrödinger bridges, as a tool for state
preparation for n-level systems.

I. SCHRÖDINGER MARVELOUS BRIDGES

In 1931/32 [20], [21], Erwin Schrödinger studied the
following problem. Consider N Brownian particles in R3

evolving in time. This cloud of particles has been observed
having at time t0 an empirical distribution equal to ρ0(x)dx.
At some later time t1, we observe an empirical distribution
equal to ρ1(x)dx which considerably differs from what it
should be according to the law of large numbers (N is large,
say of the order of Avogadro’s number), namely∫ t1

t0

p(t0, y, t1, x)ρ0(y)dy,

where

p(s, y, t, x) = [2π(t− s)]−
n
2 exp

[
−|x− y|2

2(t− s)

]
, s < t.

is the transition density of the Wiener process. Namely,
p(t0, y, t1, x)ρ0(y)dy is the probability that the Brownian
particle be found in x at time t1 given that it was in the
volume dy at time t0. It is apparent that the particles have
been transported in an unlikely way. But of the many unlikely
ways in which this could have happened, which one is
the most likely? In modern probabilistic language, this is
a problem of large deviations of the empirical distribution
[6]. By discretization and passing to the limit, Schrödinger
computed the most likely intermediate empirical distribution
as N →∞. It turned out that the optimal random evolution,
the Schrödinger bridge from ρ0 to ρ1 over Brownian motion,
had at each time a density ρ(·, t) that factored as ρ(x, t) =
φ(x, t)φ̂(x, t), where φ and φ̂ are a p-harmonic and a p-
coharmonic functions, respectively. That is

φ(t, x) =
∫
p(t, x, t1, y)φ(t1, y)dy, (1)

φ̂(t, x) =
∫
p(t0, y, t, x)φ̂(t0, y)dy. (2)

The existence and uniqueness of a pair (φ, φ̂) satisfying (1)-
(2) and the boundary conditions φ(x, t0)φ̂(x, t0) = ρ0(x),
φ(x, t1)φ̂(x, t1) = ρ1(x) was guessed by Schrödinger on the
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basis of his intuition. He was later shown to be quite right
in various degrees of generality by Fortet [7], Beurling [3],
Jamison [11], Föllmer [6]. Jamison showed, in particular,
that the Schrödinger bridge is the unique Markov process
{x(t)} in the class of reciprocal processes (one-dimensional
Markov fields) introduced by Bernstein [2] having as two-
sided transition density

q(s, x; t, y;u, z) =
p(s, x; t, y)p(t, y;u, z)

p(s, x;u, z)
, s < t < u,

namely q(s, x; t, y;u, z)dy is the probability of finding the
process x in the volume dy at time t given that x(s) =
x and x(u) = z. Schrödinger was struck by the following
remarkable property of the solution: The Schrödinger bridge
from ρ1 to ρ0 over Brownian motion is just the time reversal
of the Schrödinger bridge from ρ0 to ρ1. In Schrödinger’s
words: “Abnorm states have arisen with high probability by
an exact time reversal of a proper diffusion process”. This led
him to entitle [20]: “On the reversal of natural laws”. A few
years later, Kolmogorov wrote a paper on the subject with a
very similar title [13]. Moreover, the fact that the Schrödinger
bridge has density ρ(x, t) = φ(x, t)φ̂(x, t) resembles the fact
that in quantum mechanics the density may be expressed
as ρ(x, t) = ψ(x, t)ψ̄(x, t). The Kullback-Leibler pseudo-
distance between two probability densities p(·) and q(·) is
defined by

H(p, q) :=
∫
Rn

log
p(x)
q(x)

p(x)dx.

Given P ∈ D, we consider the following problem:

Minimize H(Q,P ) over D(ρ0, ρ1).

This problem is connected through Sanov’s theorem [6] to
a problem of large deviations of the empirical distribution,
according to Schrödinger original motivation. If there is
at least one Q in D(ρ0, ρ1) such that H(Q,P ) < ∞, it
may be shown that there exists a unique minimizer Q∗ in
D(ρ0, ρ1) called the Schrödinger bridge from ρ0 to ρ1 over
P . Q∗ can be seen as a controlled version of P where
the control modifies the forward drift as follows. If (the
coordinate process under) P is Markovian with forward drift
field bP+(x, t) and transition density p(σ, x, τ, y), then Q∗ is
also Markovian with forward drift field

bQ
∗

+ (x, t) = bP+(x, t) +∇ log φ(x, t),

where the (everywhere positive) function φ solves together
with another function φ̂ the system (1)-(2) with boundary



conditions

φ(x, t0)φ̂(x, t0) = ρ0(x), φ(x, t1)φ̂(x, t1) = ρ1(x).

Moreover, ρ(x, t) = φ(x, t)φ̂(x, t),∀t ∈ [t0, t1]. This result
has been suitably extended to the case where P is non-
Markovian in [18]. For a survey and an extended bibliog-
raphy on Schródinger bridges see [22].

II. ELEMENTS OF NELSON’S STOCHASTIC MECHANICS

Let {ψ(x, t); t0 ≤ t ≤ t1} be the solution of the
Schrödinger equation

∂ψ

∂t
=

ih̄

2m
∆ψ − i

h̄
V (x)ψ, (3)

with initial condition ψ0(x). Assume that

||∇ψ||22 ∈ L1
loc[t0,+∞). (4)

This is Carlen’s finite action condition. Under these hypothe-
ses, the Nelson measure P may be constructed on path space,
[5], [4, Chapter IV], and references therein. Namely, letting
Ω := C([t0, t1],Rn) the n-dimensional continuous functions
on [t0, t1], under the probability measure P , the canonical
coordinate process x(t, ω) = ω(t) is an n-dimensional
Markov diffusion process {x(t); t0 ≤ t ≤ t1}, called
Nelson’s process, having (forward) Ito differential

dx(t) =[
h̄

m
∇ (< logψ + = logψ)

]
(x(t), t)dt+

√
h̄

m
dw(t),

where w is a standard, n-dimensional Wiener process. More-
over, the probability density ρ(·, t) of x(t) satisfies

ρ(x, t) = |ψ(x, t)|2, ∀t ∈ [t0, t1]. (5)

III. STEERING A QUANTUM SYSTEMS OVER A
SCHRÖDINGER BRIDGE

We now show that the theory of Schrödinger bridges
can be employed, jointly with the Nelson-Guerra stochastic
mechanics [15], [16], [8], [9], [5], [17], [4],, to attack the
steering problem for quantum systems. First of all, observe
that everything we said about Schrödinger bridges continues
to hold if we consider finite-energy diffusions with diffusion
coefficient equal to h̄

m rather than 1. Let ψ0 and ψ1 be
the given initial and final quantum states. Let Vi(x) be
the ambient (internal) potential, and consider a reference
quantum evolution {ψ(x, t); t0 ≤ t ≤ t1} solving the
Schrödinger equation

∂ψ

∂t
=

ih̄

2m
∆ψ − i

h̄
Vi(x)ψ,

and satisfying Carlen’s finite action condition (4). Let P ∈ D
be the Markovian measure of the Nelson process associated
to {ψ(x, t)} as in (5). Hence, in particular, the probability
density satisfies ρ(x, t) = |ψ(x, t)|2. Thus, if we write

ψ(x, t) = exp[R(x, t) +
i

h̄
S(x, t)], (6)

the forward drift of the Nelson process is then given by

bP+(x, t) =
1
m
∇S(x, t) +

h̄

m
∇R(x, t).

As it was noticed already at the beginning of wave mechanics
[14], R and S satisfy the system of nonlinear p.d.e.’s

∂R

∂t
+

1
m
∇R · ∇S +

1
2m

∆S = 0, (7)

∂S

∂t
+

1
2m

∇S · ∇S + Vi −
h̄2

2m
[∇R · ∇R+ ∆R] = 0.(8)

We then have the following result [1].
Theorem 1: Let Q∗ be the Schrödinger bridge from |ψ0|2

to |ψ1|2 over P (see previous section). Then, Q∗ has forward
drift field

bQ
∗

+ (x, t) =
1
m
∇S(x, t) +

h̄

m
∇R(x, t) +

h̄

m
∇ log φ(x, t),

(9)
where the function φ solves together with another function
φ̂ the system

∂φ

∂t
+ (

1
m
∇S +

h̄

m
∇R) · ∇φ+

h̄

2m
∆φ = 0, (10)

∂φ̂

∂t
+∇ ·

[
(

1
m
∇S +

h̄

m
∇R)φ̂

]
− h̄

2m
∆φ̂ = 0,(11)

with the boundary conditions

φ(x, t0)φ̂(x, t0) = |ψ0|2(x), φ(x, t1)φ̂(x, t1) = |ψ1|2(x).

The one-time probability density of Q∗ satisfies

ρ̃(x, t) = φ(x, t)φ̂(x, t). (12)

Define, for t ∈ [t0, t1],

S̃(x, t) = S(x, t) + h̄R(x, t) +
h̄

2
log

φ(x, t)

φ̂(x, t)
, (13)

R̃(x, t) =
1
2

log ρ̃(x, t). (14)

Let {ψ̃(x, t); t0 ≤ t ≤ t1} be defined by

ψ̃(x, t) = exp[R̃(x, t) +
i

h̄
S̃(x, t)].

Then, {ψ̃(x, t)} satisfies the controlled Schrödinger equation

∂ψ̃

∂t
=

ih̄

2m
∆ψ̃ − i

h̄
[Vi(x) + Vc(x, t)]ψ̃, (15)

with controlling potential function Vc(x, t) given by

Vc(x, t) =
h̄2

m

[
∆

√
ρ̃(x, t)√
ρ̃(x, t)

−
∆

√
ρ(x, t)√
ρ(x, t)

]
, (16)

and we have

|ψ̃(x, t0)| = |ψ0(x)|, |ψ̃(x, t1)| = |ψ1(x)|.

Moreover, the Schrödinger bridge Q∗ is indeed the Nel-
son process associated to the new quantum evolution
{ψ̃(x, t); t0 ≤ t ≤ t1}.

Remark 1: The quantum evolution {ψ̃(x, t); t0 ≤ t ≤ t1}
has the desired absolute value at t0 and t1. In order to



obtain also the correct initial and final phase, we can use
the freedom we have in choosing the reference evolution.
Namely, we can choose the ambient potential Vi(x) so
that this procedure yields the desired phases. Examples are
provided in [1].

IV. KINEMATICS FOR MARKOV CHAINS

Let us consider a continuous-time Markov chain
{q(t); t0 ≤ t ≤ t1} with state space X = {1, 2, . . . , N}. We
denote by ρj(t) := P[q(t) = j] the probability of occupying
the site j at time t. Let us also introduce the transition
probabilities

p(s, j, t, k) := P[q(t) = k|q(s) = j], t0 ≤ s < t ≤ t1.

Notice that we do not assume the time homogeneity property
(p(s, j, t, k) = p1(j, k, t − s)) since we shall consider
controlled Markov chains. We have the evolution equation

ρk(t) =
∑

j

p(s, j, t, k)ρj(s), s < t. (17)

(Here and in the following summations run from 1 to N ).
Transition probabilities satisfy

p(s, j, t, k) ≥ 0,∑
k

p(s, j, t, k) = 1,

lim t↘s p(s, j, t, k) = δjk = p(t, j, t, k),∑
k

p(s, j, t, k)p(t, k, u, l) = p(s, j, u, l). (18)

Let us introduce the infinitesimal generator

a+
jk(t) := lim ∆t↘0

p(t, j, t+ ∆t, k)− δjk

∆t
.

We have

a+
jk(t) ≥ 0, j 6= k,∑
k

a+
jk(t) = 0. (19)

It follows that a+
jj ≤ 0 is completely determined by the other

a+
jk, k 6= j. We get the forward equation

∂

∂t
p(s, j, t, k) =

∑
l

a+
lk(t)p(s, j, t, l). (20)

From this and (18), we get the backward equation

∂

∂s
p(s, j, t, k) = −

∑
l

a+
jl(s)p(s, l, t, k) (21)

Moreover, (17) gives immediately that also the one-time
distributions satisfy the forward equation (Fokker-Planck
equation)

∂

∂t
ρk(t) =

∑
l

a+
lk(t)ρl(t). (22)

Let us also introduce the reverse-time transition probabilities

p̄(t, j, s, i) := P[q(s) = i|q(t) = j], t0 ≤ s < t ≤ t1.

The two transition mechanisms, for s < t, are related through

P[q(s) = i, q(t) = j] = p(s, i, t, j)ρi(s) = p̄(t, j, s, i)ρj(t).

When ρj(t) > 0,∀j, ∀t, we get

p̄(t, j, s, i) =
ρi(s)
ρj(t)

p(s, i, t, j). (23)

V. SCHRÖDINGER BRIDGES FOR MARKOV CHAINS

Suppose now we consider Schrödinger’s problem of Sec-
tion 1 after the phase space has undergone some “coarse
graining”. Then the a priori model is indeed given by a
continuous time Markov chain {q(t); t0 ≤ t ≤ t1} as
considered above. Denote by ρ0 and ρ1 the given initial and
final distributions, respectively.We outline the solution steps
(details will be provided elsewhere [19]). By decomposing
relative entropy on path space as in [6, p.161], one can
show that the solution process is characterized by the two
following properties:

1) it has the same “three times” transition probabilities as
the original process

q(s, i; t, j;u, k) =
p(s, i; t, j)p(t, j;u, k)

p(s, i;u, k)
, s < t < u;

(24)
2) the joint probability of the initial and final time q∗(i, j)

minimizes the relative entropy∑
i

∑
j

log
q(i, j)
p(i, j)

q(i, j),

subject to the constraints∑
j

q(i, j) = ρ0
i , i ∈ X , (25)∑

i

q(i, j) = ρ1
j , j ∈ X . (26)

Here p(i, j) = ρi(t0)p(t0, i, t1, j) is the joint probability of
initial and final time of the reference process. The solution
of the latter constrained optimization problem may be ob-
tained with the aid of Lagrange multipliers. The Lagrangian
function has the form

L(q) =
∑

i

∑
j

log
q(i, j)
p(i, j)

q(i, j)

+
∑

i

λ(i)

∑
j

q(i, j)− ρ0
i

 +
∑

j

µ(j)

[∑
i

q(i, j)− ρ1
j

]
.

We get the optimality condition

1+log q(i, j)−log p(t0, i, t1, j)−log ρi(t0)+λ(i)+µ(j) = 0.

Hence, the optimal q∗(·, ·) has the form q∗(i, j) =
ϕ̂(i)p(t0, i, t1, j)ϕ(j), where ϕ and ϕ̂ are determined by

ϕ̂(i)
∑

j

p(t0, i, t1, j)ϕ(j) = ρ0
i , (27)

ϕ(j)
∑

i

p(t0, i, t1, j)ϕ̂(i) = ρ1
j . (28)



Let us introduce the space-time harmonic function

ϕ(t, i) :=
∑

j

p(t, i, t1, j)ϕ(j),

and the space-time co-harmonic function

ϕ̂(t, j) :=
∑

j

p(t0, i, t, j)ϕ̂(i).

Because of (21)-(20), ϕ and ϕ̂ satisfy the backward and
forward equation, respectively,

∂

∂t
ϕ(t, j) +

∑
l

a+
jlϕ(t, l) = 0, (29)

∂

∂t
ϕ̂(t, j) =

∑
l

a+
ljϕ̂(t, l). (30)

Let q∗t denote the distribution of the Schrödinger bridge at
time t. We get

q∗t (j) =
∑

i

∑
k

q(t0, i, t, j, t1, k)q∗(i, k) = (31)

∑
i

∑
k

p(t0, i; t, j)p(t, j; t1, k)
p(t0, i; t1, k)

ϕ̂(i)p(t0, i, t1, k)ϕ(k) (32)

= ϕ̂(t, j) · ϕ(t, j). (33)

Similarly, one gets for the transition probabilities

q∗(s, j, t, k) = p(s, j, t, k)
ϕ(t, k)
ϕ(s, j)

. (34)

Notice, in particular, that the Schrödinger bridge is also a
Markov chain. Notice, moreover, that the property∑

k

q∗(s, j, t, k) = 1

follows from the fact that ϕ satisfies the backward equation

ϕ(s, j) :=
∑

k

p(s, j, t, k)ϕ(t, k).

Let us compute the infinitesimal generator b+jk(t) of the
Schrödinger bridge. From (34) one gets

b+jk(t) = a+
jk(t)

ϕ(t, k)
ϕ(t, j)

, j 6= k. (35)

VI. STOCHASTIC MECHANICS OF n-LEVEL QUANTUM
SYSTEMS

Consider an n-level quantum system, namely a system
where states are represented by unit vectors in a complex,
n-dimensional Hilbert space H. The pure states evolution is
then given by

ih̄∂tψ = Hψ, (36)

where H is the Hamiltonian operator. Let {ϕ1, . . . , ϕn} be
an orthonormal basis of H. For ψ ∈ H with ‖ψ‖ = 1, write
ψj := 〈ϕj , ψ〉. We can then replace (36) with the system

ih̄∂tψj =
∑

k

gjk exp
(
i

h̄
ajk

)
ψk, j = 1, . . . , n. (37)

In the right-hand side of (37), the elements hjk =
gjk exp

(
i
h̄αjk

)
are such that gjk ≥ 0. By self-adjointness

of the Hamiltonian, gjk = gkj and αjk = −αkj . Write each
component as

ψj = ρ
1/2
j exp

(
i

h̄
Sj

)
.

Then the complex system (37) turns into a real one

ρ̇j =
∑

k

2gjk

h̄

√
ρjρk sinβjk, (38)

Ṡj = −
∑

k

gjk

√
ρk

ρj
cosβjk, (39)

where

βjk =
αjk + Sk − Sj

h̄
, βjk = −βkj , βjj = 0.

Notice that (38) is a continuity equation implying conserva-
tion of the probability mass at each time∑

j

ρj(t) = 1.

In the Nelson-Guerra stochastic mechanics [10], to each
quantum evolution {ψ(t); t ≥ t0}, it is associated a jump
Markov process (a continuous-time Markov chain) {q(t); t ≥
t0} taking values in X = {1, 2, . . . , n}. The probability of
occupying the site j at time t is given by ρj(t) = |ψj(t)|2.
The infinitesimal generator of the Nelson process is given by

a+
jk =

gkj

h̄

√
ρk

ρj

(
sin

(
αkj + Sj − Sk

h̄

)
+ 1

)
. (40)

Consider the steering problem for the n-level system with
ψ0

j , j = 1, . . . , n and ψ1
j , j = 1, . . . , n the given initial and

final quantum states. Let q={q(t); t0 ≤ t ≤ t1} be the Nelson
jump Markov process associated to a quantum evolution (36).
Consider the Schrödinger bridge problem for the process
q with initial and final marginals |ψ0

j |2, j = 1, . . . , n and
|ψ1

j |2, j = 1, . . . , n, respectively. Then, to the solution of
this problem q∗ has infinitesimal generator that is related to
the previous one as in (35). The new process may be viewed
as the Nelson process of another quantum evolution, details
will be provided in [19]. The new quantum evolution has the
correct initial and final absolute values. Finally, in order to
adjust the initial and final phases, one can use the freedom
we have in picking the initial reference quantum evolution.
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Math. Kongress, Zürich, Vol. I (1932), 288-309.

[3] A. Beurling, An automorphism of product measures, Ann. Math. 72
(1960), 189-200.

[4] Ph. Blanchard, Ph. Combe and W. Zheng. Math. and Physical Aspects
of Stochastic Mechanics. Lect. Notes in Physics vol. 281, Springer-
Verlag, New York, 1987.

[5] E. Carlen, Comm. Math. Phys., 94, 293 (1984).
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