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Abstract

The specifics of the application of Razumikhin tech-
nique to the stability analysis of Volterra type integro-
differential equations are considered. The equation can
be nonlinear and nonautonomous. We propose new suf-
ficient conditions for uniform asymptotic stability of the
zero solution using the phase space of a special construc-
tion and constraints on the right side of the equation. In
the presented constraints we can analyze stability, rely-
ing not only on the behavior of the auxiliary function
along the solutions, but also on the properties of the so-
called limiting equations.
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1 Introduction

Volterra integro-differential equations (IDE) are

widely employed in modern mathematical modeling, in-
cluding the description of control systems. In particular,
IDE are used in modeling heat flows, processes in elec-
trical engineering, hereditary mechanical systems (see,
e.g., references in [Tunc and Tunc, 2018]); stabilization
problems of mechanical systems with PI and PID regula-
tors also can be reduced to a Volterra IDE [Andreev and
Peregudova, 2017].

Since such models takes into account the history of the
system, approaches that are suitable for equations with
delay are applied to Volterra-type equations. In partic-
ular, the method of Lyapunov-Krasovskii functionals is
used for stability analysis. In recent works using this
method, it has been possible to increase the efficiency of
this method by using the technique of limiting equations

[Andreev and Peregudova, 2018a; Andreev and Peregu-
dova, 2018b]. A similar approach is applicable to the
other branch of the direct method - the Razumikhin tech-
nique [Haddock and Terjéki, 1990; Hara et al., 1992;
Seifert, 1974, Seifert, 1973]. However, constructions
convenient for the use of functionals are, in this case,
ineffective in applied problems. This paper proposes to
use a special space with fading memory, in which, un-
der fairly general assumptions, it is possible to construct
limiting equations and constructively modify the classi-
cal Razumikhin conditions. This allows us to continue
the development of a number of previously known re-
sults [Hino and Murakami, 1991; Seifert, 1973; Sedova,
2009].

2 Preliminaries

We use the following notation: R"™ is a real n-
dimensional space equipped with the norm | - |, RT =
[0,+00), R~ = (—0,0], D ={(t,s) e R" x R: s <
t}. The open a-neighborhood of zero and the closed one
will be denoted by R, and R, respectively.

We consider the equation

z(t) = G(t, z(t)) +/0 H(t,s,z(s))ds, (1)

where z(t) € R",t € R, G € C(R" x R",R"),
H e C(D x R",R").

Also, for a continuous function z : (—oco, A] — R",
0 < A < +o00, we define for each ¢ < A the function
xt : R~ — R™ by the formula x:(s) = x(t + s).

We assume that G(¢,0) = 0, H(t,s,0) = 0, so (1)
admits the zero solution.

The equation (1) can be interpreted as an equation
with unbounded delay [Corduneanu and Lakshmikan-
tham, 1980] with the delay function r(¢) = t. When
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studying such equations in many studies a functional ar-
gument with a fixed ¢t € R is considered to be a contin-
uous function defined on the interval [—r(t), 0], with the
norm ||, = SUp_,.;<s<o |4(s)| dependent on ¢ (see,
for example, [Hara et al., 1992; So et al., 1996; Seifert,
1974; Seifert, 1973]).

Another option is to use as a phase space B with fad-
ing memory, which is “traditional” for equations with
infinite delay. To do this, we consider the right-hand
side of the equation (1) as a functional f(t,¢) defined
fort € R* and ¢ : R~ — R", although, in contrast to
a general equation with unbounded delay, it is natural to
consider a finite-dimensional vector ° € R™ as a initial
point. Defining the function x; € B for a solution of (1),
we assume that (¢t + s) = x(0) for s < —t.

Next, we use a separable space B with uniformly fad-
ing memory, which we will call an admissible space
[Atkinson and Haddock, 1988; Murakami and Naito,
1989; Hale and J, 1978]. Since definitions of such spaces
differ in different publications, for specificity we refer to
[Sedova, 2009]. The norm in space B will be denoted
by | - |p, and the sets B, = {¢ € B : |¢|p < h},
By, ={p € B : |p|p < h} for h > 0 will be used
below.

For the convenience of the following formulations, we
now introduce assumptions regarding the fundamental
properties of (1).

Assumption 1.

1.1. For every initial point z° € R™ there exists a non-
continuable solution z(t) of (1), which is determined for
t € [0, 8) with some 8 > 0, i.e., it is a continuous func-
tion satisfying (1) on [0, 3) with z(0) = z°. In addi-
tion, for any € > 0 and z(¢), which is a noncontinuable
solution of (1) on [0, 3) with [2°] < &, we have either
B =4ooor |z, |p = e forsome t; € (0,3).

In addition, if the Lipschitz condition is satisfied,
namely, for any t € RT, ¢, € B, the estimate

|f(tp2) — f(t 1) < U(R)|p2 — wilB

is valid for some [(h) > 0, then such a solution is unique
and continuously depends on initial point.

1.2. If x(¢, po) is a bounded solution of (1) which is
determined for all ¢ > 0, then the positive orbit {z;(z°) :
t > 0} is precompact in B, and if z(t, + s) — ¢(s) as
n — oo uniformly in s € [T, 0] for any 7" > 0 then
p € Band |z, — p|p = 0asn — oo.

Note that, in contrast to the case of an equation with
a finite delay, the fulfillment of Assumption 1 depends
not only on the right side of the equation, but also on the
choice of the phase space.

The “axiomatic” definition of phase space has shown
its high efficiency in the study of equations with an infi-
nite delay, primarily in questions of asymptotic behavior
and stability. The properties defined by “axioms” ensure
that the Assumption 1 is valid for the right-hand side sat-
isfying fairly weak restrictions [Hale and J, 1978].
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As an admissible space for (1) we choose a subspace
of space Cy; [Haddock and Zhao, 2006; Murakami and
Naito, 1989]. This space consists of continuous func-
tions ¢ : R~ — R™ such that sup|p(s)|/g(s) < oo

s<0

with the function g satisfying the following conditions:
g € C(R™,[1,00)) is a nonincreasing function, g(0) =
1, lim,0—[g(s + u)/g(s)] — 1 uniformly on R—,
g(s) — oo as s — —oo. In applications, e~ 7* with
~v > 0 is often used as g.

We now discuss the conditions on the right-hand side
f(t, ) of (1) that enforce the following assumption.

Assumption 2.

2.1. For every a > 0 there exists ¢ = c(a) such that
|f(t, »)| < c(a) forall (¢,¢) € RY x B,.

2.2. The functional f(t, ¢) is uniformly continuous on
every set of the form Rt x K with a compact K C B,
i.e. for any compact K C B and for any small ¢ > 0
there is a 0 = d(e, K) > 0 such that the conditions
(tl,@l), (tg,(pg) € Rt x K, |t; — t2| < 4, and |<p1 —
p2|p < dimply | f(t1, 1) — f(t2,92)| <e.

It is known that if B is an admissible fading memory
space then Assumption 2 imply Assumption 1 [Hale and
J, 1978].

In addition, Assumption 2 ensures the existence of lim-
iting functionals for the right-hand side of the equation
in the topology of uniform convergence on compact sets.
The latter property makes it possible to use the technique
of limiting equations to analyze the original equation
[Andreev, 2005; Druzhinina and Sedova, 2014; Sedova,
2008].

Now we introduce the following assumption regarding
the functions G and H in the right side of the equation
(1).

Assumption 3.

3.1. For any a,k > 0 there exist Lo(a) and Ly (a, k)
such that |G(t,z) — G(t,y)| < Lo(a)lx —yl|, |[H(t,t +
s,x) — H(t,t + s,y)| < Li(a, k)l — y| for all
(t,s,7),(t,s,y) € RT x [~k,0] x R,.

3.2. For any € > 0 and a > 0 there exists S > 0 such

_s
that f |H(t,t + s,p1(8)) — H(t,t + s,p2(s))|ds <

elp1 — @o|pe forallt € RY, 1,00 € BC, = {p €
C(R™,R"): |¢lpc = sup le(s)] < al.

3.3. G(t, z) is uniformly continuous on every set of the
form R x R,; forall e, a, k > 0 there exists 6 (¢, a, k) >
0 such that |H (t1,t1 + s,x) — H(te,t2 + s, )| < € for
all t1,ts € Rt : ‘t1 — t2| <d,x € Ra, S € [—k‘,O]

Assumption 3 is a generalization of the assumptions
from [Hino and Murakami, 1991] where precompact
conditions for the linear Volterra IDE with an almost
periodic right-hand side are considered. The conditions
of Assumption 3 also differ from those from the papers
[Andreev and Peregudova, 2018a; Andreev and Peregu-
dova, 2018b; Andreev and Peregudova, 2017] offering
precompact results for a non-periodic right-hand side.
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3 Volterra IDE as an Unbounded Delay Equation in
a Fading Memory Space: Stability Results

The following statement is proved.

Theorem 1.

If the conditions of Assumption 3 are satisfied, then the
right-hand side of (1) satisfies Assumption 2 with B be-
ing an admissible subspace of C, for some appropriate
function g.

Proof. We will prove that there exists a function g that
meets the conditions from section 2 and such that the
functional fy(t, @) = f_OtH(t,t + s,p(s))ds is uni-
formly continuous and bounded on a set BT x (C,); =
R x {p € Cy: |plg < h} forany h > 0. This will be
sufficient to prove the theorem.

First we show that for any » > 0 there is a B(h) > 0

such that f |H(t,t + s,¢0(s))|ds < B(h) for all
teRY, g€ (C ). This will mean the required bound-
edness.

We sete,, = 1/n2 and fix arbitrary o, > 0 with v, —
400 being a strictly increasing sequence. Assumption
3.2 implies that for every n there exists k,, > 0 such that
kni1 > kn, kn — +o00 as n — oo, and f:(i (t,t+
s,p(s))ds < e, forall t € RY, ¢ € BC,, (24n)-
We define the function ¢ € C(R™,[1,+00)) as fol-
lows: g(—k,) = 1+ n, g is linear on [—kq,0] and on
[—knt1, —ky] forany n > 1.

Put an arbitrary h > 0and ¢ € (C,),. Notice that
h < ay foralln > N = N(h) > 0. For every n define
a function

o(—kn), s € [—kn,0];

on(s) = gp(s), s € [_kn+1a _knh

@(_kn+1)7 s € (—OO, _kn-l‘l]'
Then [pn(s)| < hg(=knt1) = h(2 + n) for all
s € R, therefore ¢, € BCp@4n). So, for

any ¢ € R" we have ffm |H(t,t + s,(s))|ds =
SO HHEE + s,0(s)lds + SO0, [0 H(Et +
swwMM+Z£NHfﬁJH@wa<MM<
SO HHEE + s,0(s))lds + SN [T L H(t +

$0n(9))ds + 0y T [H(E b+, son( Nlds <
C+> 0" n11(1/n?) with C being a constant which de-
pends on N, k1, ky, and h (see Assumption 3.1). Be-
cause of this, for the function g and for every h > 0

there is 5 = [(h) > 0 that provides an estimate
f_ooo |H(t,t + s,¢(s))|ds < g forall t € RT and
pE (Cg)h-

Now we choose 7 > N satisfying the conditions
Zn j(l/n) < ¢/6. Then ky > k; provides

f_oo |H(tt+s<p( ))|ds Znaf—7+1|Htt+

S, (1/n? ) < 5/6 for allt € RJr and ¢ € (Cg)h.
Next we prove that fi (t, p) = ffoo H(t, t+s,p(s))ds
is uniformly continuous and bounded on a set
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Rt x (Cy)p for any h > 0. Assumption
33 with 67 = d(e/(6ko), hg(—ko), ko) yields

[ (H bt 4 5,0(5)) = H(ta, b+ 5,0(5)) ds| <
/6 for ty,ty € R* with |[t; — t2] < & and
© € (Cy)p. It follows that |f1(t1, ) — fi(tz, ¢)| <

4 (Lt 5, 0(5)) — H (1, 12 4 5,0(5))) s +

JoXH b+ sp(s)lds + 20 |Hita ts +
s,0(8))|ds < e/2. At last, the following es-
timate is true:  [fi(t1,01) — fi(ta,p2)| <
lfilti, o) —  filtz, o)+ [filtzer)  —
fi(t2, p2)| < |filtio1) — filte, 1) +

[ (H 2, 4 5, 01(5)) = Hta, b2 + 5, 02(5))) ds|+

ST H (st + s,01(s)lds + T2 |H(ta,ts +
s,p2(s))|ds. We can assume that the second term
in this sum is less than £/6 for sufficiently small
lo1 — palg, since on the compact Ryy_k,) the
function H(¢,t + s,z) is uniformly continuous in
x. As the result, |fi(t1,p1) — fi(te,p2)] < e for
ti,ta € Rt |t1 — tg‘ < 50, ©Y1,p2 € (Og)h:
|1 — @alg < do Where 6y = dg(e, k) > 0 is sufficiently
small.

Finally, we prove the uniform continuity of the func-
tional fj.

Choose t1,ta € Rt, ty, < t1 < to + 4,
1,02 € (Cy)p. Consider the difference | fo(t1,¢1) —
foltz,@2)| < 2, [H(tr, b1+ 5,01(s)) — Hita, o +
s, p2(5))|ds + ‘f_t2 H(t1,t1 + s,¢1(s)) ds|. The first
term in the estimate does not exceed |fi(t1,p1) —
fi(t2, ¢2)| and according to the above it is less than £/2,
provided that |1 — 2|, < & with 0 < do(e/2, h).

Then, sequentially considering cases t1 < kg, t2 > ko,
and ty < kg < t; and using Assumption 3.1 and the
above estimate of the integral f C|H(t,t+s,p(s))|ds,
we obtain that for a sufﬁcrently small § the inequality
’f__ff H(ty,t1 + s,01(5)) ds‘ < £/2 holds.

Because of this, | fo(t1, 1) — fo(ta, p2)| < € subject

to |t1 — tg‘ < 6, |Q01 - (,02|g < 69 ©1, P2 S (Cg)h'
So the proof is complete.

Thus, under Assumption 3 the fundamental properties
of the solutions (Assumption 1) hold and it is possible to
construct equations that are limiting ones for (1).

If the sequence {G(t + t, x)} converges to G*(t, x),
and the sequence {H (¢t + tx,t + tx + s, x)} converges
to H*(t,t + s,x) as t;, — oo uniformly on the cor-
responding compact subsets then a limiting equation for
(1) has the form:

z(t) = G*(t, z(t / H*(t,s,2(s))ds.  (2)

It is clear that equation (2) can be considered in the
same phase space as the original one, and the limit-
ing functions satisfy the same constraints as the original
ones.
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In many practical problems, it is natural to assume that
the solutions belong to the space BC' of bounded con-
tinuous functions ¢ : R~ — R with the norm |p|gc.
Most of the studies on the stability of equations with un-
bounded delay use exactly this space (see, for example,
[Hino and Murakami, 1991; Murakami, 1985; Rao and
Sivasundaram, 1988; Parrot, 1981; Parrot, 1982]).

Note that if we take the space BC' as the phase space,
then the fundamental properties of solutions (Assump-
tion 1) generally may not take place even under rather
restrictive conditions on the right-hand side of the equa-
tion (see, for example, [Seifert, 1982]). The axiomatic
definition of an admissible space is convenient in con-
structing the theory and does not cause problems in ap-
plications, since functions from the space BC' belong to
any admissible space B. However, for a Volterra-type
equation, the use of BC' space does not create such prob-
lems. Such a simplification is possible, including due to
the structure of the right side of the system. A significant
advantage is the fact that the structure of the functional
space used for constructing limiting functionals is sim-
plified compared to the known constructions for the in-
finite delay case [Andreev and Peregudova, 2018a; An-
dreev and Peregudova, 2018b].

However, from the point of view of stability analysis,
additional specifics arise here. The dependence of the
right-hand side of the equation on the history leads to the
fact that even in the case of a linear equation, it is usually
possible to obtain only sufficient stability conditions via
the direct method.

The use of Lyapunov-Krasovskii functionals was con-
sidered in [Andreev and Peregudova, 2018a; Andreev
and Peregudova, 2018b; Burton, 1982; Burton, 1980]
and others. In this case, the use of the phase space BC
turns out to be natural and convenient from the point of
view of presentation and verification of stability condi-
tions.

In some cases, the use of the functional turns out to
be unnecessarily difficult, while sufficient conditions in
terms of the ordinary Lyapunov function (with an addi-
tional Razumikhin-type condition) can be easily verifi-
able and sometimes quite close to necessary. But then
the question arises about the correct modification of the
Razumikhin condition (the original one is applicable to
systems with bounded delay). As with the point of view
of the fundamental properties of the solutions (1), the
choice of phase space is also important from the stand-
point of stability studies. By virtue of the choice of the
space BC, it seems a natural “immediate” generaliza-
tion of the Razumikhin condition, that is, a change of
the interval over which the history is taken into account
when estimating the derivative. However, this approach
is ineffective; in particular, the sign-definiteness of the
derivative V' on the set of functions defined by the in-
equality V(s,¥(s)) < n(V(t,¥(t))), s € [to,t] (nis
a K-class function with n(u) > u for v > 0), does not

guarantee asymptotic stability. This was noted, in partic-
ular, in [Seifert, 1974; Seifert, 1973], where alternative
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Razumikhin-type conditions for Volterra-type equations
were proposed. Examples of linear equations with un-
bounded delay from [Driver, 1962] are also illustrative.

Possible solutions to this problem are proposed for ex-
ample in [Murakami, 1985; Seifert, 1974; Seifert, 1973;
Parrot, 1981]. In [Murakami, 1985] the right-hand side
of the original equation is represented as a sum of a func-
tional depending on z(t+s), s € [—r, 0] (term with finite
delay), and a “tail”, which is treated as a perturbation.
Based on the theorems on uniform stability and uniform
asymptotic stability for perturbed equations with finite
delay, results in terms of Lyapunov-Razumikhin func-
tions are obtained in [Murakami, 1985] for equations
with infinite delay. In [Seifert, 1974; Seifert, 1973] the
derivative is estimated under the condition V (s, z(s)) <
n(V (t,x(t))) forall s € [to,t] where tg = max{0,t—r}
with some r > 0, and in [Parrot, 1981] that condition
take the form sup, <, €7V (t+s,2(t+5)) = V(t, x(t))
(v > 0).

Consideration of (1) in a space with fading memory
allows, in particular, applying to that equation results on
asymptotic stability and instability for equations with in-
finite delay in an admissible function space. In some
cases this approach leads to less restrictive parametric
conditions. Given the selected space, for stability anal-
ysis of the zero solution of (1) it is convenient to use
the Lyapunov-Razumikhin pair [Haddock and Terjéki,
1990] with a positive definite function V(z) and the
functional W () = sup,o V(4(s)/g(s)). So, we get
the following result.

Theorem 2.

Suppose that there exists a positive definite continu-
ously differentiable function V (x) such that one of the
following conditions is satisfied.:

1. the derivative of V(x) by virtue of (I) is
negative definite for ¢ € Cy satisfying
sup,<o V((s)/9(s)) < V(e(0)) and for suf-
ficiently large t.

2. the derivative %V (x(t)) of V(z) by virtue of
every limiting equation (2) does not exceed
a function W(x(t)) for ¢ € Cy satisfying
sup,<o V((s)/9(s)) < V(p(0)), and W(x) is
negative definite.

Then the zero solution of the equation (1) is uniformly
asymptotically stable.

Other results can be obtained in terms of Lyapunov
functions from sufficient asymptotic stability conditions
for equations with infinite delay, including statements in
terms of functions with a semidefinite estimate of the
derivative or semidefinite functions [Sedova, 2008].

Here, we give one such result in terms of the function
V =V(x).

Some additional notation is needed. First, let 7" > 0 be
such that g(s) > 1 for all s < —T (the existence of such
T follows from the properties of the function g, see [Se-
dova, 2009]). Second, define for given functions V' (z)
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and W (¢, z) and for any T,c¢ > 0 the set Kyw (T, ¢)
consisting of solutions z*(¢) of limiting equations (2)
with the following properties: at any interval of length
T there is ¢ such that max_p<s<o V(2*(t + 5)) =
V(x*(t)) = cand W*(¢t,2*(t)) = O (here, the limiting
equation with the solution *(¢) and the limiting func-
tion W* correspond to the same sequence ¢, — +00).

In the above notation, the following theorem is valid.

Theorem 3.

Suppose that there exists a positive definite continu-
ously differentiable function V (x) such that the deriva-
tive of V(x) by virtue of (1) meets the condition
%V(w(t)) < W(t,z(t)) < 0 for o € Cy satisfying
sup,<o V((s)/9(s)) < V(p(0)) and for sufficiently
large values of t.

If, in addition, for any sufficiently small ¢ > 0 there
is T(c) > T such that the set Ky (T(c),c) is empty,
then the zero solution of (1) is uniformly asymptotically
stable.

In view of Theorem 1, the proof of Theorem 3 and
some other results on asymptotic stability for equation
(1) in terms of Lyapunov functions can be obtained di-
rectly from the results of [Sedova, 2008].

4 Examples

Note that the proof of Theorem 1 remains valid for
any function g(s) meeting the inequality j:okon |H(t,t+
s,¢(s))|ds < e, for each positive integer n, t € R*,
and ¢ € BCy, g(—k,,,)> Whenever k1 =1, kny1 > ky,
k, — 4oo, o, — +00 asn — oo, and the series
>0 | &n converges. Therefore, in specific examples, in-
stead of the proposed piecewise linear function, another
suitable one can be used.

Example 1. Consider a scalar equation

t
@(t) = —h(t)z(t) — b(t)z3(t) —|—/ clat — s)x(s)ds,
0

3)
where ¢ € L1[0,4+00),a > 1; h(t) > 0and b(t) = by >
0 are continuous functions. In [Burton and Somolinos,
1999] the following conditions for uniform asymptotic
stability are obtained via Lyapunov-Krasovskii func-
tional:

oo

2h(t) > (14 (1fa)] [ Je(w)ldo,

(a—1)t

/too le(u)|du € L1]0, +00).

We denote M(t) = f_ooo le((a — 1)t — s)|ds =
i) (2071) , lc(v)|dv (this function is bounded), then for an
arbitrarily small 6 > 0 there exists an appropriate func-
tion g such that fi)oo le((a—1)t—s)|g(s)ds < M (t)+3.

Now using the function V (z) = x? and Theorem 2 we
obtain that the zero solution (3) is uniformly asymptot-

ically stable if the functions h(t) and b(t) are bounded
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and meet the inequality
oo
h(t) > / le(v)|dv + €
(a—1)t

for some ¢ > 0.
Example 2. Consider a scalar equation

z(t) = —(alt) + b(t, z(¢))z(t) +
/Olmr(t,&x(s))e‘d(t_s):c(s)ds,

where a(t) > a, d > 0, |r(¢,s,y)| < a, m > 0 and
Assumption 3 is valid. We also assume that the only lim-
iting function for b(¢, x) is the zero function. In [Burton,
1980] the case a(t) = 1, b(t,z) = 0, r = r(t, s) is con-
sidered and, based on fairly complex Lyapunov function-
als, it is proved that the zero solution of the equation is
asymptotically stable if there are constant 5 > 1, u > 0,
such that o = %’84—\@# <lL,a—p<l.

Using the results of [Murakami, 1985; Seifert, 1974;
Seifert, 1973; Parrot, 1981] for the function V' (z) = 22
does not allow one to obtain a sign-definite estimate for
the derivative.

Now, note that if % < 1, then for some v > 0 we have
0< dT’y < 1. Fix such v and consider the equation in
the space C, with the function g(s) = e~7%. Then, using
Theorem 2 and the properties of the limiting equations
[Druzhinina and Sedova, 2014], it is easy to prove the
uniform asymptotic stability of the zero solution.

Example 3. Consider a scalar equation [Tunc and
Tunc, 2018]:

#(t) = —p()x(t) + q(t, (1)) +

/0 C(t — s)h(z(s))ds,
where

h(0) =0, |h(z)| < 7|z| for = # 0;
p(t) —v/ |C(u—t)|du > 6 > 0fort € RY; (4)
t

lq(t, z)| < r(t)|z| for some 7(t) € L.

In [Tunc and Tunc, 2018] by using a Lyapunov func-
tional, it is proved that under the conditions (4) the zero
solution of the equation is asymptotically stable.

The inequality p(t) — v [ |C(u — t)|du > § > 0 for
t € R implies ffoo |C(—s)|ds < e = (infep+ p(t) —
01)/v for some 6; € (0,0). Then [Atkinson and
Haddock, 1988] there exists an appropriate function g
such that f_ooo |C(—s)|g(s)ds < e. Using the function
V(z) = 22, we now obtain that V' is negative definite
for p € Cy satisfying sup <o V(i0(s)/9(s)) < V((0))
and for sufficiently large ¢.

Then Theorem 2 implies the uniform asymptotic sta-
bility of the zero solution.
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5 Conclusion

For a non-linear Volterra-type IDE, Razumikhin con-
ditions are modified based on the use of a special ad-
missible phase space. The considered equation is rep-
resented as an equation with unbounded delay in an
admissible space with uniformly fading memory. Pro-
posed conditions for the right-hand side the equations
provide the correctness of using such a space, as well as
the possibility of constructing a family of limiting equa-
tions. Razumikhin-type theorems with modified con-
ditions, combined with the properties of limiting equa-
tions, prove to be an effective means of analyzing the
stability of the trivial solution of the equation under con-
sideration with a wider scope of application than previ-
ously known ones.
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