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Abstract
We consider an algorithm developed in [Elmachtoub

and Van Loan, 2010] which drives a set of points on the
plane to a certain regular configuration. Several gener-
alizations of the algorithm are proposed, its new prop-
erties are analyzed, its relationship with formation con-
trol methods is discussed, and new and simpler linear
algorithms of this type are devised.
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1 Introduction
In applications, there exist various problems which

can be roughly formalized as follows. Given points (on
the line, circle, plane, space), each of which possesses
certain information about the others (itself, neighbors,
certain checkpoint, etc.). The problem is to design an
algorithm which exploits only such a limited informa-
tion and drives the points (sometimes referred to as
agents) to a certain desired configuration.
The popularity of this research area in the last two to

three decades is largely explained by the attained high
level of evolution of computational hardware and soft-
ware with the possibility of applying the results in such
diverse and intrinsically remoted areas as transporta-
tion, military affairs, control of social groups, etc.
Respectively, the associated body of literature is

vast and highly nonhomogeneous, and the terminol-
ogy often varies depending on the practical inter-
pretation of the mathematical statement of the prob-
lem. The keywords in this area are decentralized con-
trol, group/cooperative control, formation control, self-
organized systems, multi-agent control. One of the
most recent monographs that provide a substantial in-
troduction to this subject area, discussion of the typi-
cal problems, algorithms, and applications, is [Shoham
and Leyton-Brown, 2009], which as well contains a
large bibliography.

Typical of all the problems considered in this area are
(i) the incompleteness of the information about the sys-
tem available to the agents and (ii) the absence of a
central control body.
This note is aimed at attracting attention to one of

unexpected and elegant algorithms of this sort, which
was developed in [Elmachtoub and Van Loan, 2010];
we also discuss its generalizations and refinements and
propose alternative, simple linear algorithms.

2 The Van Loan Scheme
The problem discussed below was the subject of deep

analysis performed in [Elmachtoub and Van Loan,
2010]; in the sequel, it will be referred to as the Van
Loan scheme.
On the plane, consider n numbered points pi, i =

1, . . . n, such that every ith point possesses information
about its own position and that of the (i + 1)st point;
the last, nth point is informed about its own position
and that of the point having number 1.
In [Elmachtoub and Van Loan, 2010], the following

control algorithm of evolution of the point set {pi}n
1

was devised. Let xk
i , yk

i denote the coordinates of the
ith point at the kth step of the algorithm and introduce
the compound vectors xk = (xk

1 , . . . , xk
n)T and yk =

(yk
1 , . . . , yk

n)T. Every step of the algorithm consists of
the following two stages:

A :





x̃k+1
i = 1

2 (xk
i + xk

i+1), i = 1, . . . , n− 1;
x̃k+1

n = 1
2 (xk

n + xk
1),

ỹk+1
i = 1

2 (yk
i + yk

i+1), i = 1, . . . , n− 1;
ỹk+1

n = 1
2 (yk

n + yk
1 );

B : xk+1 = x̃k+1/‖x̃k+1‖; yk+1 = ỹk+1/‖ỹk+1‖.

In other words, at stage A, the new position of the
ith point is taken as its own position at the previous
step averaged with that of the successor point num-
bered (i + 1); the last, nth point is cyclically averaged



with the first one. At stage B, independent normaliza-
tion is applied to the compound vectors x and y.
The following unexpectedly surprising result was ob-

tained in [Elmachtoub and Van Loan, 2010].

Theorem 1. ([Elmachtoub and Van Loan, 2010]). Let
the initial configuration satisfy the centering condition∑

x0
i = 0,

∑
y0

i = 0. Then, as k → ∞, the points
tend to locate on the ellipse centered at the origin and
rotated by π/4.
The matrix S of the limiting ellipse is calculated as

follows. Introduce the vectors

τ =
2π

n




0
1
...

n− 1


 ; c = cos(τ); s = sin(τ),

compose the scalars cx
.= cTx0, sx

.= sTx0, cy
.=

cTy0, sy
.= sTy0, and form the 2× 2 matrix

A =

√
2
n




cx√
c2
x + s2

x

sx√
c2
x + s2

x

cy√
c2
y + s2

y

sy√
c2
y + s2

y




. (1)

The limiting ellipse has the form

E = {p ∈ R2 : pTS−1p = 1}, S = (AAT)1/2. (2)

Figure 1 depicts certain initial configuration for n =
10 points generated randomly uniformly on the unit
square [−1; 1]2, and Figure 2 shows their location after
40 steps of the algorithm.
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Figure 1. Certain initial position of n = 10 points.

−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

Figure 2. Location of points after k = 40 steps.

2.1 Discussion
It is easy to see that stage A can be written down in

matrix-vector form as soon as the following matrix is
introduced:

M =
1
2




1 1
1 1

. . . . . .
1 1

1 1




∈ Rn×n,

where all unmarked entries are zeros. With this nota-
tion, the step of the algorithm writes

xk+1 = Mxk/‖Mxk‖; yk+1 = Myk/‖Myk‖, (3)

which is nothing but the independent application of
the power method for the matrix M with initial con-
ditions x0 and y0; e.g., see [Amosov, Dubinskii, and
Kopchenova, 2008; Tyrtyshnikov, 2007; Golub and
Van Loan, 1993]. This consideration is the cornerstone
of the detailed analysis of the algorithm performed
in [Elmachtoub and Van Loan, 2010]; accordingly, the
tools and methods exploited in this analysis can be lim-
ited to the basics of linear algebra.
Specifically, it was shown in [Elmachtoub and Van

Loan, 2010] that the rate of convergence of the point
set to the limiting ellipse depends on the initial loca-
tion (namely, on the closedness of the n-dimensional
vectors x0, y0 to a certain 2D plane) and on the num-
ber n of points, which defines uniquely the matrix M .
More precisely, the rate of convergence depends on the
ratio of the 3rd and the 2nd largest eigenvalues of the
matrix M (they can be obtained in closed form); the
smaller n, the faster the convergence.
By convergence, we mean the following. For ev-

ery ε > 0 there exists an integer K such that for all
k≥K and i=1, n, it holds |(pk

i )TS−1pk
i − ε|≤1; i.e.,

from a certain time instant K onward, every point pk
i

will be located close to the limiting ellipse. However,
the whole set of points exhibits a nonstationary behav-
ior; i.e., in the process of iterations, the points “jump



over the ellipse” rather than tend to certain fixed posi-
tions on it. It is shown in [Elmachtoub and Van Loan,
2010] that at all even (respectively, odd) iterations, the
total location of the points is the same.
Note that both x– and y–coordinates of the points

change according to the same law but independently
of each other. moreover, at every step, the coordinates
of each 2D point are normalized by the whole com-
pound vector. In the framework of the theory of mul-
tiagent systems this normalization is associated with a
considerable information available to each agent and
therefore does not fit well the ideas of decentralization,
distributed information, etc., since for the proper evo-
lution of every point pk

i → pk+1
i one needs to have

information about the whole population. It would be
of great interest to propose any meaningful interpreta-
tion of the algorithm in terms of multiagent systems,
especially because no hints are given in [Elmachtoub
and Van Loan, 2010] regarding this issue, and the con-
ducted analysis is purely theoretical.
In the sections to follow, simple algorithms are pro-

posed, which are ideologically closer to the concepts
of multiagent systems. Prior to formulating these algo-
rithms, we now discuss some new properties and gen-
eralizations of the Van Loan scheme.

2.2 New properties and generalizations
Uniformity of the limiting location. The first simple

property relates to the uniform distribution of points.
First, it is shown in [Elmachtoub and Van Loan, 2010]
that after several iterations onward (this number can be
evaluated) the points are positioned in the order of their
labels (numbers). Moreover, a quick routine analysis
immediately yields the following regularity of the lo-
cation of the points on the limiting ellipse. Under a
nonsingular linear coordinate transformation with ma-
trix S−1, the ellipse E transforms into the unit circle,
and the points S−1pk

i will be located equidistantly on
this circle.

Round-off errors. This property relates to the sensitiv-
ity of the algorithm to the round-off errors in the ma-
chine arithmetic.
First of all we note that the centering property

∑
x0

i =∑
y0

i = 0 is essential; in what follows, the num-
ber 1

n

∑
xi will be referred to as the centroid of the

vector x. This property guarantees that in the expan-
sion of the initial vectors x0 and y0 over the eigenvec-
tors e1, . . . , en of the matrix M , the coefficient of e1

(this eigenvector is associated with the largest eigen-
value λ1 = 1), is equal to zero. It is known (e.g.,
see [Amosov, Dubinskii, and Kopchenova, 2008; Tyr-
tyshnikov, 2007]) that under this condition, the power
method does not converge which results in the observed
behavior of the system of points. Otherwise, the power
method converges to the vector e1, since λ1 is the sim-
ple eigenvalue (having multiplicity 1). It can be imme-
diately shown that e1 is of the form e1 = (a, . . . , a)T,
where a is a number, since eigenvectors are defined to

the accuracy of a constant scalar multiplier. Hence,
if x0 and y0 are not centered then, depending on the
norm in (3), the iterations will converge to the limit-
ing vector ( 1√

n
, . . . , 1√

n
)T for the euclidean norm, or

to ( 1
n , . . . , 1

n )T for the l1-norm, or to (1, . . . , 1)T for
the l∞-norm, etc. Finally, it is clear to see that the sign
of the limiting vector (the sign of a) coincides with
that of centroid of the initial vector. In other words,
the total set of points pi converges to one of the points
(± 1√

n
, ± 1√

n
)T (for the euclidean norm).

As implemented in a computer, round-off errors
of matrix-vector operations lead to the same effect;
namely, after a sufficiently large number of iterations,
the centroid of initially centered vector is no longer
equal to zero, so that the iterations will converge to the
eigenvector e1. Figure 3 depicts the change of the ini-
tially zero value of the centroid of xk for the system
of points in the example on Fig. 1 (the centroid of yk

exhibits a similar behavior) and, as a consequence, the
convergence of the set {pi}n

1 to a single point. To
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Figure 3. Loss of centering and convergence to e1.
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Figure 4. Zoom of the first 40 iterations at the previous figure.

avoid such an effect and retain the desired ellipsoidal
behavior, it is sufficient to perform artificial centering
once in a few iterations.



Shift. Let us briefly consider the following modifica-
tion of the basic scheme:

xk+1 = Mxk/‖Mxk‖+ 1u, (4)

xk+1 = xk+1 − 1
1
n

n∑

i=1

xk+1
i ;

yk+1 = Myk/‖Myk‖+ 1v, (5)

yk+1 = yk+1 − 1
1
n

n∑

i=1

yk+1
i ;

where u, v ∈ R are fixed and 1 ∈ Rn is the vector
having all components equal to unity. Note that cen-
tering is performed at every step. The exogenous in-
puts 1u,1v can be thought of as noise, control, refer-
ence signal, etc. Obviously, incorporation of the terms
1u,1v and centering are mutually inverse operations;
therefore, the trajectories of the points pi remain the
same. A more meaningful example of this modified al-
gorithm will be considered in Section 3 below.

Generalization to many dimensions. A generalization
of the Van loan scheme to the case where n points p0

i =
(x0

i , y0
i , . . . , z0

i︸ ︷︷ ︸
d components

)T, i = 1, . . . , n, are located in the d-

dimensional space rather than on the plane is thought
to be most interesting.
In that case, the evolution is represented by the d-fold

application of the power method:

xk+1 = Mxk/‖Mxk‖;
yk+1 = Myk/‖Myk‖; (6)

...
zk+1 = Mzk/‖Mzk‖,

and at the first glance, the limiting position (if any) is
far from being obvious. However it is clear that, sim-
ilarly to the 2D case, each of the d compound vec-
tors x, y, . . . , z is subject to change according to the
same algorithm as above, independently of each other.
Hence, the projection of the limiting position on any of
the coordinate planes is nothing but the ellipse specified
by a matrix of the form (1). Equivalent to the canoni-
cal description of ellipse (2) is the description via the A
matrix (1), as a linear transformation of the circle:

E =
{

p ∈ R2 : p = A

(
cosϕ
sin ϕ

)}
,

as ϕ sweeps [0, 2π]. Hence, using the same notation
cx

.= cTx0, sx
.= sTx0, cy

.= cTy0, sy
.= sTy0,

. . . , cz
.= cTz0, sz

.= sTz0, as in Theorem 1, in the
d-dimensional case the transformation matrix has the

form

Ad =

√
2
n




cx√
c2
x + s2

x

sx√
c2
x + s2

xcy√
c2
y + s2

y

sy√
(c2

y + s2
y

...
...

cz√
c2
z + s2

z

sz√
c2
z + s2

z




∈ Rd×2. (7)

Accordingly, S = (AdA
T
d )1/2 is a d × d–matrix of

rank 2 having d − 2 zero eigenvalues; hence, this ma-
trix defines a 2-dimensional (“flat”) limiting ellipsoid
in d-dimensional space of points!

3 Simple linear algorithms
As noted above, the Van Loan scheme assumes ex-

cessive information available to the agents; moreover,
algorithm (3) is nonlinear and hence, not immediate to
analyze.
There is a vast literature directed toward new schemes

and analysis of evolution of multi-agent systems in
continuous-time, e.g., see [Hara, Kanno, and Tanaka,
2009; Olfati-Saber, Fax, and Murray, 2007]. However,
to the best of our knowledge, the discrete-time case is
not well elaborated. Following the iterative ideology of
the Van Loan scheme, in the rest of the paper we con-
sider several simple linear algorithms in discrete time
that require much less information.

Segment. Consider the simplest one-dimensional
scheme. Given n points on a line, each of them, xi,
i = 2, . . . , n − 1, possesses information (knowledge
of the coordinate) about xi−1 and xi+1; the point x1

is informed about certain fixed point a and x2; finally,
xn possesses information about xn−1 and another fixed
point b > a. The problem is to locate the points
equidistantly on the segment [a, b] in the order of their
indices.
The suggested algorithm is as follows:

xk+1
i = (xk

i−1 + xk
i+1)/2, i = 2, . . . , n− 1; (8)

xk+1
1 = (a + xk

2)/2; xk+1
n = (xk

n−1 + b)/2,

i.e., the new position of a point is equal to the arithmetic
mean of its two neighbors (the point a is considered to
be a neighbor of x1, and b is a neighbor for xn). As
above, by neighbors we mean the points whose indices
differ by unity. Note that the algorithm does not even
require the knowledge of the total amount n of points
but is rather based on the information of endpoints and
information about only two neighbors.
Let us augment the state vector x = (x1, . . . , xn) by

the two fixed endpoints a and b and denote by x̃0 =
(a, x0

1, . . . , x
0
n, b)T ∈ Rn+2 the extended vector of



initial position. Introducing the matrix

M =




1 0
0.5 0 0.5

. . . . . . . . .
0.5 0 0.5

0 1



∈ R(n+2)×(n+2) (9)

for the extended vector, the step of algorithm (8) writes

x̃k+1 = Mx̃k,

so that the two artificially added points x̃1 = a and
x̃n+2 = b remain unchanged.
The algorithm is linear in x̃, and its analysis is trans-

parent. Indeed, since x̃k = Mkx̃0, it remains to un-
derstand the behavior of the powers of the matrix M .
Lengthy but straightforward manipulations lead to

Mk →




1 0 . . . 0 0
n

n+1

...
... 1

n+1

n−1
n+1

2
n+1

...
...

1
n+1

n
n+1

0 . . . 0 1




.= Mlim, (10)

as k →∞, so that

Mlim




a
x0

1
...
...

x0
n

b




=




a
n

n+1a + 1
n+1b

n−1
n+1a + 2

n+1b
...

1
n+1a + n

n+1b

b




=




a
a + 1

n+1 (b− a)

a + 2
n+1 (b− a)

...
a + n

n+1 (b− a)
b




for any initial vector x0. In other words, the algorithm
is globally convergent to a unique limiting position on
the segment [a, b] such that the points are juxtaposed
in the order of increase of their indices, and all the dis-
tances x1−a, x2−x1, . . . , xn−xn−1, b−xn are equal
to (b− a)/(n + 1).
The analysis above can as well be performed using

the eigenstructure of the matrix M . Let us demonstrate
this via the evaluation of the rate of convergence of this
algorithm. The matrix M has a unit eigenvalue of mul-
tiplicity two that correspond to the two fixed endpoints
of the segment; hence, the rate of convergence depends
on the third largest eigenvalue. Let us remove the first
and the last rows and columns of the matrix M and de-
note the resulting n × n matrix by M̃ . Next, consider

the matrix A = 2(I − M̃) having the form

A =




2 −1
−1 2 −1

. . . . . . . . .
−1 2 −1

−1 2



∈ Rn×n.

This matrix appears in various applications such as
fast Fourier transform, solution of the Sturm–Liouville
problem by difference methods, etc. Its eigenvalues are
known to be equal to λk(A) = 4 sin2(πk/2(n + 1)),
k = 1, . . . , n; e.g. see [Voevodin and Kuznetsov,
1984], Section 19. Therefore, the eigenvalues of
M̃ (and hence, the rest n of the eigenvalues of M )
are equal to λk(M) = 1 − 2 sin2(πk/2(n + 1)),
k = 1, . . . , n. The largest among them, λ = 1 −
2 sin2(π/2(n + 1)) defines the rate of convergence of
the method.
Instead of the two extra points a and b one might

consider the initial coordinates of the first and the last
points x0

1 and x0
n as fixed endpoints of the target seg-

ment. In that case, the algorithm remains the same
with the only difference that the matrix M is of dimen-
sion n× n, and the points will be located equidistantly
on the segment [x0

1, x0
n].

Segment: Given ratio of distances. Assume that in the
scheme above (with the fixed endpoints a and b) the
agents are to be positioned in such a way as to attain
the given ratio of distances between them: λ1 : λ2 :
· · · : λn : λn+1. Then, instead of the arithmetic mean
as in algorithm (8), the next-step position of the point
is to be taken as the weighted sum of the coordinates of
its neighbors, namely

xk+1
i =

λi+1

λi + λi+1
xk

i−1 +
λi

λi + λi+1
xk

i+1,

for i = 2, . . . , n− 1 and

xk+1
1 =

λ2

λ1 + λ2
a +

λ1

λ1 + λ2
xk

2 ;

xk+1
n =

λn+1

λn + λn+1
xk

n−1 +
λn

λn + λn+1
b.

As above, introduce the extended vector x̃ =
(a, x1, . . . , xn, b)T ∈ Rn+2 and the matrix

M =




1 0
λ2

λ1+λ2
0 λ1

λ1+λ2

. . . . . . . . .
λn+1

λn+λn+1
0 λn

λn+λn+1

0 1




.



Then, the algorithm writes in the same form as x̃k+1 =
Mx̃k, so that x̃k = Mkx̃0, and the convergence of
iterations to the desired limiting position is guaranteed
by the convergence of the powers of the matrix M :

Mk→




1 0 . . . 0 0
λ1+···+λn

λ1+···+λn+1

...
... λ1

λ1+···+λn+1

λ1+···+λn−1
λ1+···+λn+1

λ1+λ2
λ1+···+λn+1

...
...

λ1
λ1+···+λn+1

λ1+···+λn

λ1+···+λn+1

0 . . . 0 1




.=Mlim,

which can be shown similarly to the case of equal dis-
tances.

Circle. Algorithm (8) can be easily modified to the
following setup. Assume that n numbered points pi

are located on the circle centered at zero so that their
positions are defined by the angles θi ∈ (0, 2π). Each
point is aware of the angles of its (index-related) neigh-
bors and the position of the center. The problem is the
same, that is, to drive the points to the equidistant con-
figuration on the circle.
One of the possibilities is to “cut” the circle at an ar-

bitrary point θc ∈ [0, 2π] and apply the algorithm for
the segment. Indeed, denote θ̃ = (θc, θ1, . . . , θn, θc +
2π)T ∈ Rn+2 and introduce the (n + 2) × (n + 2)
matrix

M =




1 0
2/3 0 1/3

0.5 0 0.5
. . . . . . . . .

0.5 0 0.5
1/3 0 2/3

1




.

Then the step of the algorithm θ̃k+1 = Mθ̃k corre-
sponds to the averaging of the polar coordinates of
the neighboring points, i.e., their angles. Here, the
two “copies” of the artificially incorporated cutting
point, θc and θc + 2π are analogous to the fixed end-
points in the scheme for the segment, and the differ-
ence with this latter scheme with matrix (9) is the ap-
pearance of the weights 1/3 and 2/3. These weights
guarantee that after “binding” the segment back to the
circle, the angle between the first and the last points, θ1

and θn (i.e., those around the “invisible sewing point”)
be equal to the other angles; otherwise, for equal
weights 0.5 this angle will be twice as big as the others.
The convergence of the algorithm to the equidistant po-
sition on the circle is analogous to the above.
The requirements to the initial location can be relaxed

by assuming it to be arbitrary and performing the nor-

malization pi → pi/‖pi‖ (letting each point know its
own coordinates).

In the circular scheme, the cut can be performed via
one of the actual points from the set θ1, . . . , θn, hence,
distinguishing it as a “leading” one. It is natural to
choose the first point as a leader.
In that case, denote θ̃ = (θ1, . . . , θn, θ1 + 2π)T ∈
Rn+1, introduce the matrix

M =




1 0
0.5 0 0.5

. . . . . . . . .
0.5 0 0.5

0 1



∈ R(n+1)×(n+1), (11)

and write down the step of the algorithm:

θ̃k+1 = Mθ̃k. (12)

Here, the point θ1 is fixed, and the analysis of conver-
gence is completely analogous to the previous ones.

Circle: Motion. Similarly to (4)–(5), let us introduce
the exogenous noise in the dynamics of system (12)–
(11):

θ̃k+1 = Mθ̃k + 1ω, (13)

where ω ∈ R is a constant, and 1 is the vector with all
components being unities. It is seen that as the result of
this algorithm, the points tend to juxtapose at equiangu-
lar positions on the circle and rotate with the constant
velocity ω. Indeed, since M1ω = 1ω, we have

θ̃k = Mkθ̃0 +
k−1∑

i=0

M i1ω = Mkθ̃0 + k 1ω,

hence,

θ̃k+1 − θ̃k = (Mk+1 −Mk)θ̃0 + 1ω

and for sufficiently large k we have θ̃k+1 − θ̃k ≈ 1ω,
and the vectors θ̃k and θ̃k+1 define the uniform loca-
tion.
For a specific initial position θ0

1 < θ0
2 < · · · < θ0

n,
which prevents the points of mutual “leap-frogging”,
algorithm (13) can be interpreted from the multi-agent
point of view: The points can be thought of as auto-
mobiles located in the circular tunnel in the order of
increase of their numbers, and the goal is to attain the
equidistant position while moving at the velocity ω.
Each agent in this scheme is informed of the desired
velocity and the coordinates of the two neighbors, but
not the overall amount of agents. A modification of
the algorithm for the case where only the leader is in-
formed of the desired velocity can also be devised.



4 Conclusion and further research
In this note, we considered a simple and elegant algo-

rithm that governs the location of points on the plane
and provided several modifications of this scheme.
Clearly, the abilities of the Van Loan scheme are not
limited to those discussed above; for instance, change
of sign of the south-east entry of the matrix M leads to
interesting animated behavior.
We also note that the Van Loan scheme can be formu-

lated in continuous time; in that case, difference equa-
tions (A) take the form of the corresponding differential
equations.
There are several directions for future research. First

of all, of most interest is the design and analysis of lin-
ear algorithms of the form (13), which use a limited
amount of information yet having transparent practical
interpretation. Next, the algorithms in Section 3 are
one-dimensional, including those devised for the cir-
cle. It is of apparent interest to develop multidimen-
sional analogs of these algorithms such as those driving
three-dimensional points to a desired spatial configura-
tion, e.g., a sphere.
The author is indebted to B.Polyak for attracting his

attention to formation control issues, specifically, to pa-
per [Elmachtoub and Van Loan, 2010], and for fruitful
discussions.
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